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Recent Developments in the Field 
Testing of Large Turbines 
A new test procedure is proposed for the field acceptance testing of large 
hydroelectric turbines. This procedure is an improvement over existing procedures 
in that it generates test data from which a statistical estimate of turbine efficiency as 
well as a confidence band on that estimate can be calculated. 

1 Introduction 
In recent years hydroelectric power developments have 

increasingly shifted toward lower-head, larger-volume 
Francis (and other) turbine installations. These higher specific 
speed machines tend to exhibit less stable performance 
characteristics due to higher blade loading and greater sen­
sitivity to slight changes in the approach flow regime. This 
frequently results in an increased variability among 
measurements taken during turbine acceptance tests. With the 
increase in machine size and cost of energy, the treatment of 
test data and the associated error analysis have become a 
critical part of the turbine acceptance test. 

The turbine evaluation procedures commonly used are 
based on International Test Codes [1,2]. The state of the art, 
as discussed in [3, 4], shows that the evaluation procedures 
had been developed for installations where inherent variations 
in the measured variables were relatively small and where a 
careful, unambiguous error analysis had not been generally 
established. However, because of the economic consequences 
of errors1 inherent in performance estimates, the need to 
estimate machine performance statistically has become im­
portant. 

This paper proposes an alternative test and evaluation 
procedure which modifies the traditional approach to Field 
Acceptance Test (FAT) by generating a coherent data base to 
which statistical analysis can be applied. The resulting turbine 
efficiency estimate, and its confidence band, allows a more 
rational settlement of turbine contracts. 

Typical contractual penalties may exceed 4-5 percent of the original turbine 
price per one-tenth of one percent efficiency deviation. 

Contributed by the Power Division for publication in the JOURNAL OF 
ENGINEERING FOR GAS TURBINES AND POWER. Manuscript received by the Power 
Division July 1983. 

2 Traditional Efficiency Evaluation 

The traditional approach to the efficiency evaluation of an 
installed turbine is to measure developed power at a number 
of measured levels of available power, to convert the resulting 
calculated efficiency and Output values to rated head, and to 
fit a "smooth curve" to these test points ([1], p. 53). The 
single decision quantity, which is then compared with the 
contractual design ("guarantee") efficiency, is often a 
weighted average of efficiencies obtained from the smooth 
curve at a number of predefined power levels. 

When comparing measured and guaranteed values, a 
common procedure is to place a measurement tolerance band 
around the weighted average test efficiency. This band 
consists of a systematic error and a random error which, in 
engineering practice, are usually combined in the RMS sense. 
The existing 1963 IEC code [1] only recommends estimated 
values for the systematic errors, which implies that random 
errors are negligible. However, with the increased accuracy of 
modern instruments and the added variability of lower head 
units, systematic and random errors tend to be of the same 
order of magnitude for the typical FAT of 30-40 test points, 
so that both error components must be considered in an error 
analysis. 

Given an efficiency estimate and its error band, the turbine 
contract provides for a price adjustment in proportion to the 
deviation of the guarantee efficiency from the estimated 
tolerance band. Thus the magnitude of the error band 
becomes economically significant. 

In determining the magnitude of the error band there are 
two areas of concern. One is the error due to a chosen smooth 
curve (see Fig. 1). This fit imposes on the test data a model for 
which an intrinsic justification does not appear available. The 
other is that the systematic and random error components be 

Journal of Engineering for Gas Turbines and Power JULY 1985, Vol. 107/555 

Copyright © 1985 by ASME
Downloaded 01 Jun 2010 to 171.66.16.71. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



TURBINE TEST. UNIT NO. 2, July 1981 
1.02 i 

Relative Output 

Fig. 1 Test data obtained with the proposed procedure, and 
superimposed least-squares polynomial curve fits; scales are relative 
to a chosen reference value 

explicitly recognized in a rational error analysis which results 
in a reasonable efficiency estimate and a justifiable tolerance 
band. 

3 Development of New Procedure 

In 1981 an alternative FAT procedure was developed by the 
British Columbia Hydro and Power Authority in order to 
better evaluate turbine efficiency. This developed procedure 
was used as a basis to contractually evaluate four 240,000 Bhp 
Francis turbine units in the B.C. Hydro system. The following 
outlines a proposed procedure, formulated after the above 
field test experience. 

3.1 Determination of Efficiency Values. The required 
overall turbine efficiency estimate E is obtained by a weighted 
average procedure which requires individual efficiency 
estimates £} at K specified power levels Pj 

K 

E=Y,aj-Ej (1) 

where EjLi aj = 1, and the weights a} are contractually 
specified. Since the estimates £}, as well as their associated 
uncertainties, vary with power level in a manner for which a 
justifiable engineering model is not available, the values Ej 
and their error bands should be determined independently of 
each other. In this way the unknown model error, which is 
inherent in an assumption of a smooth curve fit to the ef­
ficiency data, is avoided. Furthermore, straightforward 
statistical techniques can then be used to establish a best 
efficiency estimate Ej at each required power level Pj with a 
confidence band at a given level of confidence </>. 

In general, it is not possible to set the physical field test 

Nomenclature : 

P, Q, H = power output, hydraulic discharge, hydraulic 
head 

BP,BQ,BH = absolute systematic errors of P, Q,H 
bP,bQ,bH = relative systematic errors of P, Q, H 

r; = average weighted turbine efficiency 
E = estimate of r; 

BE,bE = absolute, relative systematic errors of E 
Pj = contractually defined power level 
K = total number of power levels Pj 
t]j = turbine efficiency at Py 

rij = number of repeated observations transferred 
to Pj 
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conditions so that a specified output power Pj is precisely 
achieved for a given test, since the actual characteristics of the 
turbine are not known at this stage. To overcome this dif­
ficulty, the turbine wicket gates may be physically blocked at 
two settings which closely bracket each required power level 
Pj from above and below. The approximate value of these 
settings can be estimated from the manufacturer's physical 
model turbine performance curves or better from a 
preliminary power-gate test done prior to the FAT. The 
objective is to choose prototype gate settings such that the 
corresponding output power, when converted to rated head, 
lies within ± 2 percent of Pj (see Appendix 1). Test data can 
then be linearly transformed to equivalent values 
corresponding to the predefined power level Pj (see Appendix 
2). The resulting «, calculated efficiency values E-,j now form 
a coherent data base for estimating the turbine efficiency Ej 
and its standard deviation Sj at power Pj. 

3.2 Preliminary Field Test. In order to conduct the FAT 
at a desired level of statistical control, the variabilities of 
installed instruments and measured variables must be 
assessed. Since these variabilities are installation- and site-
dependent, a preliminary test series is considered an essential 
prerequisite to the contractual FAT. Preliminary tests may be 
performed immediately prior to the FAT and require only a 
small but reasonable number of test points bracketing some of 
the power levels. The cost of such tests is not large relative to 
the costs of potential errors in the final efficiency evaluation 
in today's contracts. 

From the results of preliminary tests the suitability of in­
strumentation may be verified, the required number of in­
strument readings, whose average will constitute a test point 
average, established, and preliminary estimates of standard 
deviations obtained for measured variables. 

3.3 Error Analysis. The turbine efficiency is related to the 
measurable quantities of power P, discharge Q, and hydraulic 
head H by 

*=CWQ ( 2 ) 

where C is a dimensional constant. Errors in the 
measurements of P, Q, //translate into an error in the derived 
efficiency E with two components: systematic and random. 

Systematic errors comprise the residual bias errors 
remaining in measurement processes after the most precise 
calibrations possible have been carried out in order to remove 
any bias of known direction. Neither the magnitudes of these 
residual errors, nor their directions, are measurable. The 
(absolute) magnitudes BP, BQ, BH of systematic errors may 
be estimated from instrument calibration statements and/or 
envelope values suggested by test codes. The relative 
systematic errors, bP = BP/P, bQ = BQ/Q, bH = BH/H, 
may be combined to estimate the relative systematic efficiency 

Ey = rth test point efficiency estimate at P, 
Ej = mean efficiency estimate at Pj (estimate of r/y) 
Oj = weighting factor of Ej in the calculation of E 

rTj = total efficiency error at Pj 
sTj = estimated standard deviation of rTJ 

Tj = random component of rTj 

Sj = estimated standard deviation of rj 
sEJ = estimated standard deviation of Ej 
sE = estimated standard deviation of E 

± Atjj = error band on Ej at confidence level <j> 
± AE = error band on E at confidence level a 

t = Student's /-variate 
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error bE by means of the "root-mean-square" relation (see, 
for example, [5], p. 361): 

bE=±(bP + b2
Q + b2

H)l/2 (3) 

Thus the absolute systematic error of the efficiency evaluation 
is estimated as 

BE=±E.(b2
P + b2

Q+b2
H)l/2 (4) 

where E is an efficiency estimate. 
The systematic error contributed by the linear data transfer 

procedure (Appendix 2) is assumed negligible relative to BE. 
Likewise, errors due to discrepancies in the repeatability of 
wicket gate settings are ignored, since these errors are ex­
ceedingly small when gates are set against machined blocks. 

Random errors of the efficiency determination result from 
random variations of the measurement variables P, H, Q and 
their associated measuring systems. These errors may be 
established directly from the efficiency values Ej obtained 
during the FAT (see section 3.4). 

At each power level Pj the random efficiency error rj is 
assumed to be a normal random variable with mean zero and 
standard deviation which is estimated as 

sJ=(-—7'Il(Eu-EJ)A (5) 
s"j L ; = i 

where the mean efficiency Ej is estimated by 

1 "J 

Ej = ' r - L E u (6) 
"j ; = i 

Thus the standard deviation of the mean efficiency estimate 
Ej is obtained as 

sw=sj/n}n (7) 

The total error rTj in Ej is made up of the constant 
systematic component BE and the random variable com­
ponent rj. Although it is not statistically justifiable to 
combine a fixed error with the variance of a random error, the 
following formula is offered by the current draft revision of 
the IEC code [1] to estimate the "variance" of the total error 
rTJ as 

s2
Tj=B2

E+s2
Ej (8) 

In order to determine the number rij of test points at each 
power level P, for the FAT, such that the (unknown) ef­
ficiency r]j is bracketed by a specified confidence band of 
width ± At]j at a chosen confidence level 4>< it is assumed that 
each total error rTj is a normal random variable with mean 
zero and variance S'J-J. Thus the following relation is obtained 
using equation (8) 

Al/y±/(TlBy._1).(fl|+J?//Iy)1/2 (9) 

and may be used to determine «,, where t is the (tabulated) t-
variate with (n,- - 1 ) degrees of freedom at the probability 
level 7 = 1 - (1 - (/>)/2. In practice this may be done by 
substituting for sj the variance obtained during the 
preliminary field tests. Otherwise, one would evaluate sj for 
an initial number rij of actual readings, and then increase tij 
until equation (9) is satisfied. In this way the test is controlled 
at the level of individual power settings Pj. 

Since it is assumed that the total errors rTj are normal 
random variables, it follows [6] that the overall efficiency 
estimate E, equation (1), is also a normal random variable 
with mean i) (unknown) and standard deviation estimated as 

%=(l>.My) (10) 

3.4 Formal Acceptance Test. The power levels Pj, weights 
aj, error bands ±Arij, confidence level <f>, and the bias values 
BP, BQ, BH should be chosen prior to the FAT. 

From the preliminary field test it is known how many 
readings are required from each instrument to yield an 
average value of acceptable accuracy for each test point. 

As the turbine is moved through the sequence j = 1, 
2, . . . , K, test points are taken above and below each 
required power level Pj. Each calculated efficiency test point 
is first converted to rated head (see Appendix 1), and then 
linearly transposed to correspond to P, (see Appendix 2). The 
resulting efficiency value for the /th test point at power Pj is 
Eij-

The above test sequence is repeated in whole or in part, 
going up and down through the power spectrum a sufficient 
number of times, so that at each Pj the relation (9) is satisfied. 
That is, as test points accumulate, the efficiency Ej and its 
standard deviation sEj are estimated by relations (6) and (7) 
until there are «, test points such that Ej estimates the 
(unknown) turbine efficiency r/,- to within ± A ^ at the 
statistical confidence level <j>. 

The overall efficiency estimate E is then obtained from 
relation (1), and its standard deviation sE may be estimated 
from equation (10). 

If an overall error band of width ± AE has been stipulated 
in the turbine contract, its associated confidence level a may 
be estimated approximately from 

Z(l-(l-a)/2) — 

AE/sE (11) 
where z is the (tabulated) standard normal variate, evaluated 
at the probability level (1 - (1 - a)/2). 

If, on the other hand, the confidence level a for an error 
band on E has been stipulated in the contract, the value AE 
can likewise be obtained approximately from equation (11). 

In either case, the position of (E±AE) relative to the 
guarantee efficiency Eg determines the outcome of the turbine 
contract. 
4 Recent Field Experiences 

The considerations underlying the above proposed 
procedure formed the basis for the recent FAT of four B.C. 
Hydro turbines. The following is a very brief summary of that 
experience which served to finalize the procedure proposed in 
section 3. 

For the turbine units in question, a total error band ± Aij on 
each Ej had not been contractually defined. However, the 
systematic efficiency error was agreed on as BE = 0.588 
percent. On the basis of a preliminary test series and a 
preceding, but annulled FAT, it was agreed that the random 
efficiency error was to be held below Ar = ± 0 . 1 percent at 
the 95 percent confidence level for a total number of test 
points not exceeding 100. In addition, at least eight test points 
were to be taken at each of the five specified power levels Pj, 
where each test point was to be the average of seven sets of 
instrument readings. 

Due to the nonstationary nature of the penstock flow 
regime, it was found necessary to set the turbine wicket gates 
by mechanically blocking the servomotor operating ring 
against machined blocks, as well as to control the adjacent 
turbine units so as to produce the minimum disturbance to the 
flow distribution approaching the unit under test. 

Because the turbine contract specified the random error to 
be below 0.1 percent, an unprecedented 92 test points were 
recorded during this FAT. This resulted in an estimated 
overall 95 percent random efficiency error of ± 0.0813 
percent and a total efficiency error of ± 0.594 percent was 
given by expression (8). The same FAT with only 30-40 test 
points, however, would have resulted in a random efficiency 
error of roughly 1 /4 of the total error. 

Figure 1 presents the (nondimensionalized) results of the 
FAT. The plotted test points show clearly that an independent 
data set was available at each required power level Pj, so that 
the efficiencies Ej could be estimated directly and the overall 
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efficiency estimate E obtained rationally. Also shown in Fig. 1 
are a number of least-squares polynomial curve fits which 
indicate the arbitrary nature of the traditional smooth curve 
approach. It is seen that the fit becomes unstable as the order 
of the polynomial increases, despite the large number of test 
points. 

5 Conclusions 

The proposed Field Acceptance Test procedure overcomes 
the ambiguities inherent in the present international test 
codes, by providing a rational method of estimating an 
overall turbine efficiency value together with its associated 
measure of uncertainty. 

It is suggested that the proposed procedure falls within the 
intent of "method A" described in the current draft revision 
of IEC code [1], that it leads to a more rational evaluation of 
turbine contracts than traditional procedures, and that it 
provides a coherent data base from which more refined 
decision procedures may be developed. 
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A P P E N D I X 1 

Data Conversion From Test Head to Rated Head 
The following is a brief summary of the accepted procedure 

[1]. Two cases are considered for the conversion of efficiency 
and power from test head to rated head. In both cases the 
efficiency at test head is computed from the measured power 
and discharge values. 

(a) The test head lies within ±3 percent of the rated head. 
Then power at rated head is calculated as 

and the efficiency at rated head is taken as 
ER=ET 

where the subscripts R and T refer to conditions at the rated 
and test heads, respectively. 

(b) The test head lies outside ±3 percent, but inside ±10 
percent, of the rated head. The power at rated head is then 
calculated as 

P„ = • -M£) : 
p' 

and the efficiency at rated head is taken as 
v" ER=ET — 

(ST), (ST),, (ST), (ST)4 

ACTUAL WICKET GATE STROKE (ST) 

Fig. 2 Output and derived efficiency at rated head 

(ST)6 

rest data 

Transferred data 

(sr)i 
Stroke at 
contractual 
power level (Pj) 

(STjL 

(Low setting) 

ACTUAL WICKET GATE STROKE (ST) 

Fig. 3 Linear data transfer procedure 

where P' =unit output of model turbine at the unit speed 
corresponding to the test head and the tested 
output 

P" =unit output of model turbine at the unit speed 
corresponding to the rated head and at a gate 
position corresponding to P' 

•q" = efficiency of model turbine at the unit speed 
corresponding to the rated head and at the gate 
position corresponding to P' 
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t]" = efficiency of model turbine at the unit speed 
corresponding to the rated head and at the gate 
position corresponding to P' 

A P P E N D I X 2 

Linear Data Transfer Procedure 

In the following, all quantities refer to a specific con­
tractual power level Pj (subscript j is dropped for clarity) and 
are assumed to have been converted to rated head where 
applicable. 

Each required power level P is bracketed by a low and a 
high wicket gate stroke setting (subscripts L and H, respec­
tively), such that both PL and PH lie within ± 2 percent of P. 
At the stroke settings STL and STH, power is measured and 
efficiency is calculated (PLn Pm, ELi, Em) f ° r nt a n d nH test 
points, respectively. Hence average values can be calculated as 

1 "L 1 "H 

and 
'£ i = l 

"L 

'H ,= 1 

"H 

EL— — ' \j ELi; EH— — • ^j EHi 
nL 7~i nH T~\ 

The stroke setting ST to produce the required power P is 
calculated as (see Figs. 2, 3) 

ST=ST, + 
P-P, 

.(STH-STL) 

Given the required stroke value ST, each efficiency value 
derived for a test point is linearly transposed to correspond to 
the required power level P (see Figs. 2, 3) as follows 

E,=EU + -

E:=Eh 

ST-STL 

STH-STL 
-{E„-EL) 

STH-ST 

STH-ST, 
(EH-EL) 

Thus nL derived efficiency values at the low setting STL and 
nH such values at the high setting STH result in (nL + nH) 
values at the contractual power level P. These {nL + nH) 
values comprise the coherent data base for estimating the 
efficiency E and its error band at the power level P. 

Justification for the local linearization in the range ± 3 
percent of power Pj is found in the observed behavior of 
hydraulic turbines. Discharge and power are, to the first 
order, essentially proportional to gate opening, and the 
second-order effects of changing flow incidence angles can be 
neglected over this limited range. Experience on two tested 
installations has shown that the repeatability of blocked-gate 
tests is remarkably good. 
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A Universal Correlation for the 
Thermal Efficiency of Open Gas 
Turbine Cycle With Different Fuels 
It is well known that, unlike the thermal efficiency of closed gas turbine cycles, the 
thermal efficiency of open gas turbine cycles varies with the fuel used in the com­
bustion process. Presented in this paper is a thorough investigation of the effects of 
hydrocarbon fuels and alcohol fuels on the thermal efficiency of open gas turbine 
cycle. Among the open cycles with different fuels and otherwise identical 
specifications, the computed thermal efficiencies show a variation of about 2 
percent between the extremes, which is appreciable. It was found that the thermal 
efficiency increases with a parameter of the fuel, c ; + c2, taken from the equation 
of reaction, 

c(Fuel) +02-Cj (C02) +c2(H20), 

and that the thermal efficiency of open gas turbine cycles is likely to be higher if the 
original fuel is replaced by a fuel which has a higher fuel parameter, c7 + c2. A 
universal correlation for both hydrocarbon fuels and alcohol fuels is presented in 
Fig. 1, plotting the thermal efficiency maximized from the pressure ratio variation, 
versus the parameter, c, + c2. Alternatively, this correlation is also generalized by 
equation (2). 

Introduction 
Although the thermal efficiency of closed gas turbine cycles 

is independent of the fuel, the thermal efficiency of open gas 
turbine cycles varies with the fuel used in the combustion 
process. In comparison with the precise concept of the 
thermal efficiency of closed gas turbine cycles, the thermal 
efficiency of open gas turbine cycles is merely an empirical 
term. It is understood that the present definition of thermal 
efficiency of open gas turbine cycles is used simply because 
there is no better alternative. From the practical point of view, 
since there is no other alternative, it becomes advantageous to 
understand the empirical characteristics of this thermal ef­
ficiency as much as possible. 

In this paper, the investigation followed the same methods 
used by the serious researchers of the past. The specifications 
of the actual gas turbine were mostly based on an up-to-date 
paper on combined cycles [1]. The gas properties were taken 
from [2], which is well known for gas turbine cycle analysis. 

The principle result of this investigation is a correlation 
between the variation of the thermal efficiency with both 
hydrocarbon fuels and alcohol fuels, and the fuel parameter, 
c, + c2, taken from the equation of reaction 

c(Fuel) + 0 2 - C l (C0 2 ) + c2(H20) (1) 
This correlation is presented as either a plot, shown in Fig. 1, 
or the following equation, 

'/max = EC25.47+ 29.2r) 

Contributed by the Gas Turbine Division for publication in the JOURNAL OF 
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+ (2.2 + 3.3T)ln(c, +c2)] percent, (2) 
where, if Tmm is in degrees K, T = ln(rmax/1000), and if Tmm 
is in degrees R, r = ln(rmax/1800). Of course, presented in 
this paper is also an explanation for the reason that the 
thermal efficiency should correlate with the fuel parameter cx 
+ c2. 

Gas Turbine Cycle 

Figure 2 shows the schematic diagram of a simple gas 
turbine assembly. A set of general specifications, or 
assumptions, for the actual gas turbine is summarized in 
Table 1. Some of these specifications were based on [1], while 
the others were concluded from a few recent publications. 

In addition to the general specifications, or assumptions, in 
Table 1, the following are a few more. The compressed fuel 
was assumed to enter the combustor at 298.15 K, or 25°C. 
The net work output of the cycle was assumed to be reduced 
by 1 percent, allowing work for bearing friction, auxiliaries, 
and others in the system. The heat supplied to the cycle was 
assumed to be equal to the enthalpy of combustion of the fuel 
at 298.15 K, plus an additional 2 percent, which takes into 
account the effect of imperfect combustion and heat transfer 
loss from the combustor external surface. This low figure of 2 
percent is based on an almost perfect combustion, because of 
the large amount of excess air present in the combustion 
gases. Figure 3 shows an example of the amount of theoretical 
air of the combustion gases with the hydrocarbon fuel, 
(CH2)j,. The amount of excess air is always above 100 percent. 

Following the common practice of gas turbine cycle 
analysis, the compressor pressure ratio rp was treated as a 
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FUEL 
1 

COMBUSTION 
GASES 

Fig. 2 Schematic diagram of a gas turbine 

FUEL PARAMETER, o + c„ 

Fig. 1 Universal correlation for both hydrocarbon fuels and alcohol 
fuels 

continuous variable, and the maximum temperature of the 
cycle rmax was treated as a variable, which changes with steps 
of 100 K, from 1100 K to 1600 K. The maximum cycle tem­
peratures Tmax of 1500 K and 1600 K were included in this 
investigation with a futuristic projection that the application 
of ceramic turbine and combustor parts for the gas turbine 
would eventually become practical. 

It should be mentioned that, in order to provide a consistent 
analysis for this investigation, some of these specifications 
had to be overly generalized. For example, the combustion 
efficiency was assumed to be constant while it is 

B 400 -

T
mDV » 1100 K / max / 

i 
i 

> 

- / y 

~ / ^/ 

1 

1330 K / 

I I I 

1300 K / 

K00 X 

1500 K 

1600 K 

1 

PRESSURE RATIO, r 

Fig. 3 Amount of theoretical air for cycles with fuels, (CH2)Z 

known to be slightly dependent on the fuel. The compressor 
adiabatic efficiency was assumed unchanged while it tends to 

Nomenclature 

c,c. ,c2 
Cn 

h 
K 

*RP 

h' 
m 
M 
n 
P 

Qs 
r 

rP 
r' 
R 
s 

coefficients in equation (1) 
dh/dT, specific heat of air per mole of air 
dhc/dT, specific heat of combustion gases per 
mole of combustion gases 
enthalpy of air per mole of air 
enthalpy of combustion gases per mole of 
combustion gases 
enthalpy of combustion per mole of fuel, at 
298.15 K 
function of T, defined by equation (12) 
number in alcohol formula, (CH2),„HOH 
molar mass 
amount of theoretical air 
pressure 
heat supplied per cycle per mole of air 
number of moles of combuston gases per mole of 
air 
compressor pressure ratio 
parameter of fuel, defined by equation (14) 
universal gas constant 
entropy of air per mole of air 
entropy of combustion gases per mole of 
combustion gases 

"p 
T 

wc 

™n 
W, 

X 

y,z 
v 

Vc 
^max 

V, 
T 

Subscripts 

0 = 

co2 = 
H 20 = 

o2 = 

\{cp/T)dT, entropy of air at fixed pressure per 
mole of air 
\{cpc/T)dT, entropy of combustion gases at fixed 
pressure per mole of combustion gases 
function of T, defined by equation (13) 
temperature in absolute scale 
compressor work per mole of air 
net work output per cycle per mole of air 
turbine work per mole of combustion gases 
mole fraction of oxygen in air 
numbers in hydrocarbon formula, ( C H ^ 
thermal efficiency 
compressor adiabatic efficiency 
maximum thermal efficiency 
turbine adiabatic efficiency 
function in equation (2) 

denoting properties at temperature T0, equal to 
298.15 K 
denoting properties of C 0 2 

denoting properties of H2 O 
denoting properties of 0 2 
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be slightly lower if the pressure ratio gets too high. The effects 
of cooling the turbine and combustor parts on the cycle 
analysis were neglected because the methods of cooling lack a 
consistent pattern. The slight deviations of compressed gas 
properties from the ideal gas conditions were neglected. The 
fuels were assumed to be pure. The combustion gases were 
assumed to be the result of complete combustion, although 
the actual combustion is not complete, but very close to 
perfect. 

Methods of Computation 
In the compressor, air enters at state 1, and leaves at state 2, 

giving the following equations 
s2s=sl,orspls=spl+R\n(P2/Pl) (3) 

Wc = (h^-hx)/^c (4) 

and 
h2=hi+wc (5) 

Air is assumed to be a mixture of dry, nonreactive ideal gases, 
of which the properties are given by [2]. The method of 
computation of these properties with the aid of a 
microcomputer is described in [3]. A thorough check of this 
new method was made by comparing the values in the air table 
of [2] and a similar table composed by the computer readout. 
A total of 2501 values for each of the properties, h and sp, 
were compared, ranging from 500 R to 3000 R, at every 
degree R. The air table gives values of h to two decimal places, 
and the standard deviation of h was found to be 0.006 Btu/lb, 
equivalent to a temperature deviation of 0.02 R. The air table 
gives values of sp to five decimal places, and the standard 
deviation was found to be 0.000006 Btu/lb «R, equivalent to a 
temperature deviation of 0.04 R. From these results, one can 
expect that the present investigation should be in close 
agreement with the investigations of previous researchers who 
used [2] to compute similar cycles. 

In the turbine, combustion gases enter at state 3 and leave 
at state 4, giving the following equations, 

scis — sc3 

or 

Sp<*s =sPc3 ~R In (P3/P4) (6) 

w, = ri,(hci-htAs) (7) 
and 

hc4 = hc3 - w, (8) 
The properties of combustion gases, hc and spc, are given by 
the following equations 

hc = Uh+
h-) (9) 

r \ n / 

V = ;(^ + f ) (10) 
and 

/•=1 + — (11) 
n 

It should be added that n is the amount of theoretical air, of 
which an example is shown in Fig. 3. The functions h' and s'p 
and the parameter r' are given by the following equations 

h'=x(c1hc02+ClhH20-ho2) (12) 

Sp=x(clsp,C02
 + C2SP,H20~sp,02) ( ^ ) 

and 
r'=x(ci+c2-l) (14) 

A detailed derivation of these equations is given by [3]. The 
mixture of combustion gases is, again, assumed to be a 

Table 1 Specifications of the gas turbine cycle 

T, 

288 K 

P. 

1 atm 

V 

85 % 

P j / P , 

r p 

T 3 

T max 

<p2 - P 3 ) / P 2 

A% 

1* 

88 % 

<P4 - P , ) / P , 

1 % 

Table 2 Specifications of hydrocarbon fuels, (CHy)z 

y 

0 

1 

2 

3 

4 

CO 

FORMULA 

C 

«»>, 

( C H 2 ) Z 

«ty. 
ffl4 

H 2 

PHASE 

SOLID 

LIQUID 

LIQUID 

LIQUID 

LIQUID 

GAS 

h R p / M , W A g 

- 3 2 , 7 5 0 

- 4 0 , 0 0 0 

- 4 5 , 0 0 0 

- 4 7 , 0 0 0 

- 4 9 , 5 0 0 

- 1 2 0 , 0 0 0 

c , + o 2 

1 

4 
4 
* 

»i 
2 

Table 3 Maximum thermal efficiency of fuels, (CH2)Z, in percent 

1 1 ^ , k J A g 

- 4 2 , 7 5 0 

- 4 5 . 0 0 0 

- 4 7 , 5 0 0 

MAHMUW TEMPERATURE OF CYCLE, 1^^, K 

1100 

28 .80 

2 8 . 7 8 

2 8 . 7 7 

1200 

3 1 . 6 4 

3 1 . 6 2 

3 1 . 6 0 

1300 

3 4 . 1 4 

3 4 . 1 2 

3 4 . 1 0 

1400 

3 6 . 3 6 

3 6 . 3 4 

3 6 . 3 2 

1500 

3 8 . 3 3 

3 8 . 3 1 

3 8 . 2 9 

1600 

4 0 . 0 9 

4 0 . 0 8 

4 0 . 0 6 

mixture of nonreactive ideal gases after the completion of the 
combustion process. The present method bypasses the tedious 
interpolations recommended in [2], but it retains the accuracy 
of the methods recommended by [2]. 

In the combustor, the combustion process is assumed to be 
complete. Air enters at state 2, fuel enters at T0, and com­
bustion gases leave at state 3, giving the following equation 
for adiabatic combustion, 

i<ha-ha)-Vi2-h0)+(™)hRp = 0 (15) 

It should be reminded that the subscript 0 denotes properties 
at T0 which is equal to 298.15 K, or 25°C. The substitution of 
equation (9) into the first two terms of equation (15) gives the 
equation 

n = (-xchRP-hi+hi)/(hi-h2) (16) 
from which the amount of theoretical air n can readily be 
computed. A detailed derivation of equation (16) is, again, 
given by [3]. 

According to the assumptions in the preceding section, the 
net work output per cycle per mole of air is 

w„=(w,-wc)/(1.01) (17) 
and the heat supplied per cycle per mole of air is 

qs=(-xchRP/ri)/{03$) (18) 
The thermal efficiency of the open gas turbine cycle is, as 
usual, 

n = w„/qs (19) 
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Fig. 4 Thermal efficiency of cycles with fuels, (CH2)Z 
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Fig. 5 Thermal efficiency of cycles with fuel, CH4 

Fuels 

The most common type of gas turbine fuels is the group of 
hydrocarbon fuels (CHV)Z, in which the number y plays an 

LINE OF MAXIMUM THERMAL 
EFFICIENCY 

PRESSURE RATIO, r 
' P 

Fig. 6 Thermal efficiency of cycles with fuel, CH3OH 

important role in this investigation. For example, octane, 
C8H18, can be rewritten as (CH2.25)8> in which y is equal to 
2.25. The values of y of most hydrocarbon fuels lie in the 
range between 1 and 4. 

In this investigation, four basic values of y were chosen, 
which are 1, 2, 3, and 4. The two extremes of y, zero and 
infinity, were also included. With y equal to zero, the formula 
becomes that of carbon, C, and with y approaching infinity, 
the formula becomes that of hydrogen, H2. 

The average values of the enthalpy of combustion per unit 
mass of the hydrocarbon fuel hRP/M are listed in Table 2. In 
this investigation, most fuels entering the combustor are 
compressed liquids, except carbon which is a solid and 
hydrogen which is a gas. 

It is understood that the enthalpy of combustion per unit 
mass, for a series of hydrocarbon fuels with identical values 
of y, varies among different isomers of the same compound 
and, worst of all, among fuels which have different values of 
z. For the case of y equal to 2, the enthalpy of combustion per 
unit mass of ethene, C2H4, with z equal to 2, is about 6 
percent higher than that of 1-Dedene, C10H20, with z equal to 
10. This is the reason that the values of enthalpy of com­
bustion per unit mass, in Table 2, are chosen from the average 
values between the extremes. It was found that the thermal 
efficiency of open gas turbine cycles is not sensitive to small 
variation of the enthalpy of combustion; the universal 
correlation of this investigation was made possible partially 
because of this characteristic. Shown in Table 3 are the 
variations of the maximum thermal efficiency for the series of 
hydrocarbon fuels (CH2),., due to the variations of the en­
thalpy of combustion. It can be observed from Table 3 that 
the variations of maximum thermal efficiency are merely 
± 0.02 percent, which result from ±5 percent variations of 
the enthalpy of combustion. The ±5 percent variations are 
beyond the upper and lower limits of those used in this in­
vestigation. 
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Table 4 Specifications of alcohol fuels, (CH2)m HOH 

m 

1 

2 

3 

4 

FORMULA 

GHjOH 

OJHJOH 

C ^ O H 

C.H-OH 

PHASE 

LIQUID 

LIQUID 

LIQUID 

LIQUID 

h^/M, kj/kg 

-19,700 

-26,800 

-30,600 

-33,100 

c, - o2 

2 

i 
'1 
•i 

In this investigation, the effects of the series of alcohols 
(CH2),„HOH on the thermal efficiency were studied. 
Although this series only covers part of the alcohol family, 
included in this series are the most commonly used alcohol 
fuels, methyl alcohol, CH3OH, and ethyl alcohol, C2H5OH, 
with m equal to 1 and 2 respectively in the formula. In order 
to demonstrate the universal applications of the present 
correlation, the list of alcohols was expanded to isopropyl 
alcohol, C3H7OH, so-called rubbing alcohol, with m equal to 
3, and isobutyl alcohol, C4H9OH, with m equal to 4, though 
these alcohols are usually not used as fuels. The enthalpy of 
combustion per unit mass of the alcohols is listed in Table 4. 

Results 

Shown in Figs. 4, 5, and 6 are plots of the thermal ef­
ficiency of open gas turbine cycles r\ versus the compressor 
pressure ratio rp for the fuels (CH2)Z, CH4, and CH3OH. It 
can be observed from these plots that the complete sets of 
curves of thermal efficiency versus pressure ratio can be 
arranged in ascending order, from Fig. 2 to Fig. 4. Each of the 
curves in Fig. 4 is higher than each of the corresponding 
curves in Fig. 3, and each of the curves in Fig. 3, in turn, is 
higher than each of the corresponding curves in Fig. 2. Since 
the same pattern of ascending order is true among the maxima 
of these curves, these maxima, or these maximum thermal 
efficiencies r/max, which are essential in practical applications, 
were chosen as the principle characteristic of the curves. The 
maximum thermal efficiencies 77max for six cases of 
hydrocarbon fuels and four cases of alcohols, were computed 
and summarized in Table 5. 

When the coordinates of the maximum thermal efficiency 
'/max versus the parameter cx + c2 were plotted, it was ob­
served that, for a fixed Tm3X, the locus of the hydrocarbon 
fuels and the locus of the alcohol fuels merged into one line, 
which became a universal correlation for both hydrocarbon 
fuels and alcohol fuels. Figure 1 shows a set of smooth lines 
for Tmm, ranging from 1100 K to 1600 K. These lines were 
fitted within ± 0.05 percent of the computed points given by 
Table 5. Each of these lines shows that the maximum thermal 
efficiency increases monotonously with the fuel parameter c, 
+ c2. This set of lines was also fitted into equation (2), which 
has a standard deviation of 0.13 percent from the computed 
values given in Table 5. 

In Table 5, there are two rows in which the parameter c\ + 
c2 is equal to 1.5, one row for the hydrocarbon group CH4, 
and another row for the alcohol group C4H9OH. The 
discrepancies of the maximum thermal efficiency between 
these two fuels vary from 0.05 to 0.10 percent, which are 
small, although these two fuels are quite different. In Table 5, 
there are also two rows in which the parameter cx + c2 is 
equal to 2, one row for the hydrocarbon group H2, and 
another row for the alcohol group CH3OH. The discrepancies 
of the maximum thermal efficiencies between these two fuels 
vary from 0 to 0.09 percent, which are, again, small. These 
small maximum thermal efficiency discrepancies, between 
fuejs with identical fuel parameters cx + c2, confirm the 

Table 5 Maximum thermal efficiency, in percent 

FORMULA 

C 

«*), 

(CH 2 ) z 

(CH 3 ) z 

CH, 
4 

C,H_0H 

c j y i H 

CJHJOH 

CH OH 

H 2 

° 1 - c 2 

1 

A 

2 

2 

MAXIMUM TEMPERATURE OF CYCLE, T , K 

1100 

28.14 

28.53 

28.78 

28.99 

29.14 

29.09 

29.19 

29.38 

29.93 

29.84 

1200 

30.90 

31.34 

31.62 

31.85 

32.02 

31.95 

32.06 

32.27 

32.87 

32.80 

1300 

33.33 

33.82 

34.12 

34.37 

34.55 

34.48 

34.60 

34.82 

35.47 

35.41 

1400 

35.48 

36.01 

36.34 

36.60 

36.80 

36.72 

36.84 

37.09 

37.78 

37.74 

1500 

37.38 

37.95 

38.31 

38.59 

38.80 

38.71 

38.84 

39.10 

39.84 

39.82 

1600 

39.09 

39.70 

40.08 

40.38 

40.60 

40.50 

40.64 

4 0 . 9 ! 

41.70 

41.70 

universal characteristic of the correlation proposed in this 
paper. 

In addition, a plot of the maximum thermal efficiency of 
the hydrocarbon fuels versus the number y is shown in Fig. 7. 
It can be observed that the curves of maximum thermal ef­
ficiency increase with the number y. The abscissa has an 
unavoidable break between 4 and infinity. A plot of the 
maximum thermal efficiency of the alcohols versus the 
number m is shown in Fig. 8. It can be observed that the 
curves of maximum thermal efficiency decrease with the 
number m. A reasonable extrapolation is that, if m becomes 
very large, the curves of the thermal efficiency of 
(CH2),„HOH should almost be identical to those of (CH2)Z, 
shown in Fig. 4. In comparison, the plots in Figs. 7 and 8 
surely lack the uniqueness of the plot in Fig. 1. 

Discussion - Part 1 

The correlation between the thermal efficiency and the fuel 
parameter c, + c2 can best be explained from the basic 
equation relating these two quantities. The substitution of 
equations (17), (11), and (14) into equation (19) gives a 
detailed equation for the thermal efficiency 

/wt-wc\ r /0.2099w,\ / c , + c 2 - l \ ] 
VTorn1+U^rM—-„—)\ 

n= (20) 
Qs 

Equation (20) shows that the thermal efficiency 1? depends on 
the terms wc, w,, n, qs, and (c, + c2). The effects of these 
terms on the thermal efficiency are analyzed in the following 
paragraphs. The analysis is made on cycles with different 
fuels and otherwise identical specifications. 

Equations (3) and (4) show that, if rp and Tx are constant, 
wc remains constant. Equations (6) and (7) show that, if rp 
and r3 are constant, w, depends only on cpc, which depends 
on the fuel. However, the dependence of w, on cpc is a minor 
one because of the following reasoning. Equation (7) shows 
that, if the temperature change T3 - T4s is assumed constant, 
w, increases with cpc. But a large cpc in equation (6) reduces 
the temperature change T3 - T4s. Thus, cpc has two effects on 
wr While one tends to increase w,, another tends to reduce 
w,. In this investigation, w, was found to change very little 
because of the limited variation of cpc. Therefore, for a rough 
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Fig. 7 Correlation for hydrocarbon fuels 
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Fig. 8 Correlation for alcohol fuels 

estimate of the thermal efficiency from equation (20), the 
terms (w, - wc)/(1.01) and (0.2099w,)/(w, - wc) can be 
considered as constants. 

Next, the combined effect of n and qs on the thermal ef­
ficiency is analyzed. It can be observed that a large n tends to 
reduce the numerator in the right-hand side of equation (20), 
but equation (18) shows that a large n also reduces qs, which is 
the denominator in the right-hand side of equation (20). In 
this investigation, the variation of n is, again, small, and the 
net effect of n and qs on the thermal efficiency was found to 
be very small. 

In equation (20), the only appreciable effect on the thermal 
efficiency is the term, ct + c 2 - l , because while the fuel 
parameter cx + c2 varies from 1 to 2, the term cx + c2 - 1 
varies from 0 to 1, or 100 percent. This is the reason for the 
dependence of the thermal efficiency on the fuel parameter c, 
+ c2 for cycles with different fuels and otherwise identical 
specifications. 

Discussion - Part 2 

It can be observed from Fig. 1 that hydrogen gas and 
methyl alcohol, with fuel parameter ct + c2 equal to 2, have 
the highest maximum thermal efficiency among open gas 
turbine cycles with otherwise identical specifications. At a 
glance, this conclusion almost points to the replacement of 
hydrocarbon fuels with either hydrogen gas or methyl alcohol 
for gas turbines. At this point, the inadequacy of the 
definition of the thermal efficiency for open gas turbine cycles 
from the overall energy point of view becomes evident, 
because this definition cannot take into account events which 
happen outside of the gas turbine. 

For the case of hydrogen, the compression of hydrogen, 
which is a gas, into the high-pressure combustor requires 
much more work than the compression of any liquid fuel to 
the same pressure. If this compression work were subtracted 

from the net work output per cycle w„, given by equation (17), 
the resulted thermal efficiency for hydrogen fuel completely 
loses its attractiveness. 

For the case of methyl alcohol, unlike hydrogen gas, it is a 
liquid, and does not have the requirement of excessive 
compression work to enter the combustor. Among the liquid 
fuels, methyl alcohol has the highest thermal efficiency 
among cycles with otherwise identical specifications. 
However, it is understood that the least expensive industrial 
method to produce methyl alcohol is to synthesize it from 
carbon monoxide and hydrogen at pressures above 200 atm, 
which are much higher than any pressure in the normal 
combustor of a gas turbine. Figures 4, 5, and 6 show that the 
thermal efficiency reaches its maximum while the combustor 
pressure is below 50 atm. The compression work in the 
synthesis of methyl alcohol simply cannot be accounted for in 
the definition of the thermal efficiency for open gas turbine 
cycles. 

The arguments of the preceding paragraphs demonstrate 
the fact that a fuel that has a higher thermal efficiency in 
comparison with other fuels for cycles with otherwise iden­
tical specifications does not necessary imply that it is more 
suitable from the overall energy point of view. Actually, the 
thermal efficiency for open gas turbine cycles can only be used 
as an empirical standard to compare the open gas turbine 
cycles, and the universal correlation presented in this paper 
merely provides an additional guideline for the comparison. 
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Introduction 

Analysis of Single-Phase Cascade 
Flow in Power Plant Drain 
Systems 
The performance of a typical drain system was checked through a pressure drop 
analysis and the determination of valve sizing coefficients. The operation checks 
that two-phase flow does not occur upstream of the control valve. Erosion checks 
are performed at any elbow installed downstream of the control valve where 
flashing may take place. The analysis does not cover the performance of the 
feedwater heater or moisture separator and reheater drain systems under transient 
conditions such as load rejection, i.e., turbine trip. It is believed that accurate valve 
sizing and appropriate drain cascade are vital to proper drainage. 

Two-phase pressure drop depends on flow regime and 
system geometry and is not a simple application in power 
plant complex drain systems. Benjamin and Miller [2] 
proposed an analytic approach for sizing lines carrying 
flashing mixtures. Isbin et al. [7] and later Fauske [5] 
proposed experimental data that apply to steam-water critical 
flow under fixed conditions. 

Laio [8] considered that the drain systems calculations must 
be performed for all possible operating conditions to assure 
its adequacy; any system in a power plant must be operated 
with varying process conditions. 

Proper design of the drain system from turbine periphery 
facilities requires correct line layout and control valve sizing 
[1]. From a purely economic viewpoint, an undersized valve 
cannot do the job and must be replaced; too large a control 
valve costs more initially and has high maintenance costs since 
the seating surfaces wear rapidly. Considering the operation, 
an oversized valve provides poor control and can cause system 
instability [4]. The most expensive, sensitive, and accurate 
controller is of little value if the control valve cannot correct 
the flow properly to maintain the control point. 

Normally, the drain system is designed to avoid flashing 
upstream of the control valve. This has been accomplished by 
maintaining sufficient static head up to the control valve to 
suppress flashing [8], This proved to be a limitation and some 
drain systems are designed for flashing mixtures. 

Process 

Power plant drain systems may generally operate under 
conditions of saturated or slightly subcooled liquid, which has 
a flashing potential. To maintain a flow in the drain system 
between the upstream heater and the downstream vessel, the 
pressure relationship should be satisfied as follows: 

Pu+pH-Ap = Pb (1) 
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Contributed by the Power Division for publication in the JOURNAL OF 

ENGINEERING FOR GAS TURBINES AND POWER. Manuscript received by the Power 
Division 1983. 

(pH may be negligible, e.g., drains to deaerator). 
For single-phase liquid flow the differential pressure 

between pipe end critical pressure and back pressure is usually 
negligible [8], 

The static head should be satisfied to avoid two-phase 
flashing flow before the control valve assuming that heat 
losses are negligible, then 

H>-(APU-(PU-PS)) (2) 
P 

If the drain system is handling saturated liquid, then 

P =P 
and 

H> 
AP„ 

(3) 

(4) 

(5) 

If the liquid is subcooled, then 

APU>PU-PS 

and system A is above system B (see Fig. 1), or 

AP <P -P 

and system B is above system A. 
If the heaters are at the same elevation, the drain line 

should still contain the control valve loop as the upstream 
heater is usually operated at a higher pressure. 

Darcy's equation gives the friction loss 

3.36 x 10~6 xfxLx W2 

AP,= 
pd5 (6) 

AP„ (7) 

The elevation changes are given by 

pH 

144 

The velocity head is accounted for with respect to the 
velocity at previous section 

(V2 

AP„ = 
VlY 

(8) 
144x64.4 

If the fluid entering the control valve is saturated liquid, 
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Fig. 1 Typical drain system 
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Fig. 2 Pressure-enthalpy plot of feedwater heater shell pressure and 
enthalpy of the feedwater heater drain 

then sonic flow exists downstream of the valve orifice; the 
presence of the liquid phase shifts the sonic point down­
stream. The critical pressure ratio is defined by 

-* s 

The maximum allowable pressure drop that is effective in 
producing flow is not necessarily the maximum AP that may 
be handled by the valve. The maximum allowable differential 
pressure for sizing purposes is then given by [6] 

AP = Km(p,-rcPlu) (10) 

Km is determined from empirical tests for liquid flow, and it is 
a function of the physical geometry of the valve. 

After AP is determined, then it is used in the liquid sizing 
equation (6) 

/AP\ 'A 

W=C 
"V G 

( H ) 

to determine the flowrate War the valve sizing coefficient C„. 
Equation (11) may be used to calculate the body pressure drop 
at which significant cavitation can occur. It is recognized that 
minor cavitation may occur at a pressure drop slightly less 
than the one predicted by equation (11). 

140 180 

PRESSURE DROP (PSI) 

Fig. 3 A plot of the pressure drop across the valve against the 
recovery coefficient; single-ported, multiple-seat globe control valve 

160 18 
SIZING COEFFICIENT, 

Fig. 4 The variation of the recovery coefficient with the valve sizing 
coefficient; single-ported multiple-seat globe control valve 

Results 

Forty-six drain lines were individually analyzed. Single 
ported with multiple seats globe control valves were used. The 
feedwater heaters had an integral drain cooler for the purpose 
of reducing the flashing potential. Figure 2 is a pressure-
enthalpy plot of feedwater heater shell pressure against en­
thalpy of the feedwater heater drain. 

The differential pressure across the valve correlated well 
with the valve recovery coefficient (see Fig. 3). Figure 4 is a 
plot of the recovery coefficient against the sizing coefficient. 
The flow upstream of the valves was single-phase liquid over 
the range of data. Some flashing occurred downstream of the 
valve. This was accepted and not considered crucial as 
flashing upstream was completely suppressed and served the 
purpose of design. 

Nomenclature 

C„ = sizing coefficient 
d = inside diameter 
/ = friction factor 
G = specific gravity 
H = static head 

Km = recovery coefficient 
L = length 

M = Mach number = 

P = pressure 

V 

r 
Re 

V 
Vs 

w 
A 
e 
P 
/* 

vapor pressure of liquid at 
body inlet 
pressure ratio 
Reynolds, number = 

pdV 

fluid velocity 
speed of sound in the fluid 
mass flowrate 
differential 
absolute roughness 
fluid density 
fluid viscosity 

Subscripts 
b = back 
c = critical 
/ = friction 
h = elevation 
; = inlet 

L = section 
^ = saturated 
u = upstream 
ii = velocity 
v = vapor 
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Fig. 6 Valve sizing coefficient against flow rate; single-ported, 
multiple-seat globe control valve 
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Fig. 7 A plot of Reynolds number against Mach number; single phase 
flow 

Figure 5 is a plot of the percentage of vapor downstream of 
the control valve line against the existing enthalpy change of 
the drain system. A direct linear relationship is established 
over the range of data gathered. 

Quantity 

Pressure, psia 
Enthalpy, Btu/lb 
Flowrate, lb/hr 

Table 1 SI units conversion 
Multiply by SI (metric) 

703.1 
2326 
0.454 

" kg/m2 

J/kg 
kg/hr 

The valve sizing coefficients showed a direct propor­
tionality to flowrate as predicted by equation (11) (see Fig. 6). 

The Reynolds and Mach numbers were evaluated for the 
purpose of determining the kind of flow existing and relevent 
turbulence. Figure 7 shows a plot of Re against M. The data 
showed some scatter as the flow showed dependence on the 
variations in viscosity and density of the fluid. The scatter is 
attributed to geometry, pressure drop, and two-phase 
variations which affect the thermodynamic equilibrium of the 
system. 

Discussion 

The sizing criterion for a drain line carrying a flashing flow 
downstream of the control valve is to maintain the pressure at 
the control valve outlet less than the pressure at the valve 
orifice, in order that the mixture flow will not limit the flow 
through the control valve. Therefore, the control valve will 
have full control of the flowrate of the drain system. 

The procedure used to size control valves for liquid service 
should consider the possibility of cavitation and flashing since 
they can limit the capacity and produce physical damage to 
the valve. 

Data were obtained from the results of a computer analysis. 
The program used upstream heater conditions; upstream 
heater pressure, pressure drop to heater outlet, and tem­
perature at heater outlet to find the saturation pressure and 
water data (specific gravity and viscosity). The geometric 
configuration of the upstream line was analyzed to account 
for the fittings in the pressure drop calculation. Downstream 
conditions and line configuration were also used. 

Conclusion 

Over the range of data, the design criteria for power plant 
drain systems have been established. Single-phase flow in the 
upstream cascade of the control valve in the drain line should 
be common practice while two-phase flashing downstream is 
acceptable. The sizing coefficient of the control valve and the 
prevention of flashing in the drain system are greatly 
dependent on the flowrate and cascade layout. 
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Energy Storage Using Low-
Pressure Feedwater 
A method for increasing the peak output of steam power plants through use of a 
low-pressure feedwater storage system is presented. The generalized availability 
analysis involves only the low-pressure turbine, low-pressure feedwater heaters, and 
the storage system. With daily cycling and storage charging at near base load 
conditions, the turnaround efficiency of the energy storage system was found to 
approach 100percent. Storage system turnaround efficiency is decreased when the 
energy is stored during plant part-load operation. 

Introduction 

Storage of heated feedwater to help meet peak load 
demands at power plants is a concept which has received 
considerable attention in the past few years. A comprehensive 
study project reviewed over 40 concepts for thermal energy 
storage [1], The more promising of these concepts were 
examined in detail and it was concluded that none had the 
performance and costs to justify its adoption [2]. This con­
clusion was in large part due to the costs associated with 
storing large quantities of water at high pressure. The system 
considered here involves storing relatively less water at lower 
pressures and, therefore, at much lower cost. Storage of lower 
pressure and hence lower temperature feedwater does not 
allow as great an increase in the peak turbine output power as 
the high-temperature and pressure system concepts. However, 
only a few percent increase in the output of a large station is a 
significant amount of power. 

The system analyzed in this study includes only the feed-
water heaters on the low-pressure side of the boiler feed 
pump. In typical power plant practice, these heaters would be 
fed by extraction steam from the low-pressure turbine. The 
turbine, feedwater heaters, and storage unit of the system are 
each identified in the steam flow schematic diagram for a 
typical power plant shown in Fig. 1. This diagram also in­
dicates how the system operates. When the storage system is 
being charged, water from the cold storage flows through the 
heaters into the hot storage. This flow is in addition to the 
system feedwater flow and causes an increase in the extraction 
steam flow to the heaters involved. This reduces the fraction 
of steam flow through the lower turbine stages and therefore 
reduces the output of the low-pressure turbine. During the 
peaking operation, the stored hot water flows to the boiler 
feed pump and the condensate flows into cold storage. The 
turbine output is increased since the extraction steam flow to 
the low-pressure heaters is eliminated. The system may also 
operate during peaking with partial flow from storage and the 
remainder through the heaters. This would increase power 
less, but would permit a longer period of operation for a given 

Contributed by the Power Division for publication in the JOURNAL OF 
ENGINEERING FOR GAS TURBINES AND POWER. Manuscript received by the Power 
Division December 1982. 

amount of stored hot water. The expected increase in the peak 
output of a typical power plant would be about 2.5 percent 
with 1/2 of the feedwater flow from hot storage. 

A significant parameter for any energy storage system is the 
turnaround efficiency, which is defined as the ratio of the 
energy output from storage to the energy input to storage. 
Since the energy form of concern in a power plant is work, 
turnaround efficiency will be restricted to the ratio of loss of 
plant work during storage (work into storage) to increase in 
plant work during discharge (work out of storage). The 
analysis which follows provides a general method for 
predicting the turnaround efficiency of the low-pressure 
feedwater storage system. The operating variables in­
vestigated include storage charging and discharging rates, the 
effect of part-load plant operation during charging, and the 
effect of storage system operation on the low-pressure turbine 
leaving loss. 

Analysis 

Since work is the energy form of interest, this analysis 
makes extensive use of the steady-state thermodynamic 
availability property, defined as 

--h-Tns 0) 
Thermodynamic effectiveness, which is a ratio of work-

related terms, is also basic to the analysis and is defined for 
the turbine as the ratio of output power to the net availability 
flowing into the turbine. For part-load operation this 
definition may be written: 

*U = Pf'An.f (2) 
The net availability flow into the turbine may be written in 
terms of the availability flow in the various streams. Equation 
(2) upon substitution and rearrangement takes the form 

Pf=e,, (AU- Y<Ak,f) (3) 

In this analysis the thermodynamic sink temperature is 
selected as equal to the temperature of the condensing steam, 
which is rational if only the steam cycle is considered. The 
result of this selection is that the availability flow from the 
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Fig. 1 Power plant schematic diagram illustrating the low-pressure 
feedwater storage system 

turbine to the condenser is negligible. Therefore it is not 
accounted for in equation (3). 

The increased extraction steam flow during charging of the 
storage system causes a decrease in the steam flow at the low-
pressure turbine exhaust. This change in exhaust flow causes a 
change in the thermodynamic effectiveness of the low-
pressure turbine. When this change is accounted for, equation 
(3) becomes 

(4) 

The loss in output of the low-pressure turbine due to 
charging the storage system is obtained by subtracting the 
power during charging from the ordinary part-load power. 
Equation (4) minus equation (3) gives 

APr=Pf-Pr = e i.f (AJ,f-AJ,c) 

- Ti(Akj-AktC)\-Ai,iCAniC 
i - _ I -" 

(5) 

For low-pressure feedwater storage, thermal charging does 
not affect steam flows from the intermediate turbine exhaust 
or to the boiler feed pump (for a fixed plant heat input) so 

Aj,/ = Aj,c (6) 

Combining equations (5) and (6) yields 

n+\ 
APc = t,,f^£i {Ak,c-Ak,f)'^l,cAn,c (7) 

N o m e n c l a t u r e 

Applying the definition of thermodynamic effectiveness to 
the low-pressure heater system as part load results in 

W 
«/.,/ = (8) 

I>, / 
Neglecting the small effect of feedwater storage on feedwater 
heater thermodynamic effectiveness and noting that operation 
of the charging system does not affect the availability flow of 
the feedwater into and out of the system, the low-pressure 
heater system thermodynamic effectiveness during charging is 
written as 

APi/ + mcac 
t A , / - n+l 

k=\ 

(9) 

T,Ak,c 

An expression for the availability flow into storage obtained 
by subtracting equation (8) from equation (9) is 

mcac = eKf J2 (AkiC-Aki/) (10) 
*-=! 

Finally, an expression for the change in turbine output due 
to charging the storage system is developed by combining 
equations (7) and (10) 

AP, e, t Aen <=>,/ -A„ 01) 
mc ihf mc 

An expression for the change in turbine output during 
feedwater storage discharging may be developed in a manner 
similar to that just completed for charging. The result is 

= ad + Alhd 

™d ehfi md 

(12) 

In equations (11) and (12), the first term on the right 
represents the change in power output due to the change in 
extraction steam flow to the low-pressure feedwater heater 
system. The second term on the right in these equations is a 
correction for the change in turbine effectiveness which 
results from the operation of the feedwater storage system. 

A general expression for the turnaround efficiency of the 
feedwater storage system may be written 

"**'< (13) e = -
APctc 

Turnaround efficiency is meaningful in performance 
evaluation only when a complete cycle is considered. 
Therefore, the total mass of water charged should equal the 
total mass discharged during a cycle used to evaluate turn­

er = specific thermodynamic availability 
A, = thermodynamic availability flow into low-pressure 

turbine 
Ak = thermodynamic availability flow in steam to feed-

water heater k of low-pressure feedwater heater 
systems 

A„ = net thermodynamic availability flow to low-pressure 
turbine 

Ap = thermodynamic availability flow from feedwater 
leaving the low-pressure feedwater system 

c = exhaust cross-sectional area, low-pressure turbine 
e = turnaround efficiency 
h = specific enthalpy 

m = mass flow rate 
n = number of feedwater heaters in the storage system 
P = power output, low-pressure turbine 

s 
t 

T0 

V 

P = 

specific entropy 
time 
temperature of thermodynamic sink 
velocity 
thermodynamic effectiveness, low-pressure feed-
water heaters 
thermodynamic effectiveness, low-pressure turbines 
density 

Subscripts 
c = charging storage system 
d = discharging storage system 
e = exit conditions from low-pressure turbines 
/ = fractional or part-load operation 
0 = design or base-load operation 
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Fig. 2 Leaving loss characteristics of the example low-pressure 
turbines (Hausz et al. [1]) 
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Fig. 3 Effect of part-load operation on low-pressure turbine ther­
modynamic effectiveness (Loesch [4]) 

around efficiency. This total mass is the product of the time 
required and the average flow rate during charging or 
discharging. It may be written 

tcmc = tdmd (14) 
Substitution of equation (14) into equation (13) yields 

e= 6P'/m" (15) 
APc/mc 

which can readily be evaluated through substitution of values 
directly from equations (11) and (12). 

Evaluation of Operational Parameters 

The application of the preceding analysis requires in­
formation on the variation of performance with load for both 
the low-pressure turbine and the low-pressure feedwater 
heater system. Data of this type, taken from particular but 
typical equipment, will now be used to illustrate the 
procedure. 

Information concerning the variation in the ther­
modynamic effectiveness of the low-pressure turbine with 
respect to design load may be used when it is available. 
Otherwise a simple approximation may be used. The variation 
in the thermodynamic effectiveness of the low-pressure 
turbine during plant operation has been found to be primarily 
dependent on the velocity of steam exiting the turbine ac­
cording to Spencer [3]. The kinetic energy of this exhaust 
steam is referred to as the leaving loss. The effect of exit 
velocity on turbine leaving loss can be expected to vary 
considerably among particular installations. However, the 
relationship between the axial component of the exhaust 
velocity and leaving loss is shown in Fig. 2 for the two low-
pressure turbines used as illustrative examples [2]. One of 
these turbines was presented as typifying nuclear power plant 
practice and is labeled Turbine 1; the other was presented as 
typifying fossil plant practice and is labeled Turbine 2 in this 

.875 -

.850 

?= -825 

.800 

TTD = 1.I°C 

TTD=2.8°C x " 

..•••'TTD = 4.5°C 

30 10 15 20 25 
Temperature Rise(C) 

Fig. 4 Effect of the average low-pressure heater temperature rise on 
the thermodynamic effectiveness of the low-pressure heater system for 
various heater terminal temperature differences (TTD) 
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Fig. 5 Effect of storage system charging at part load on the average 
feedwater temperature rise in the low-pressure heaters 
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Fig. 6 Effect of storage system charging at part load on the low-
pressure feedwater heat system thermodynamic effectiveness for 
various heater terminal temperature differences (TTD) 

and subsequent figures. Since the axial velocity component of 
the exhaust steam is directly related to steam flow rate and 
plant load and since the leaving loss directly affects low-
pressure turbine thermodynamic effectiveness, a relationship 
exists between the low-pressure turbine thermodynamic ef­
fectiveness and the plant load. An illustration of the variation 
of low-pressure turbine thermodynamic effectiveness with 
load [4] is shown in Fig. 3. 

The thermodynamic effectiveness of the low-pressure 
feedwater heater system depends on the feedwater tem­
perature rise and terminal temperature difference for each 
heater. The relationship beween heater system effectiveness 
and average feedwater temperature rise was calculated using 
mass and heat balances. The results of these calculations over 
the temperature range of interest are shown in Fig. 4. 
However, the average temperature rise in the feedwater 
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availability of leaving losses around efficiency of the low-pressure turbine 

heaters decreases as the plant load decreases, due to lower 
extraction steam pressures. Figure 5 shows this relationship 
for the plant used in the example. The desired relationship 
between thermodynamic effectiveness of the low-pressure 
heater system and the plant load, as shown in Fig. 6, is ob­
tained by combining the results of Figs. 4 and 5. 

The lower extraction steam pressures associated with part-
load operation imply a lower temperature for the feedwater 
stored at part-load conditions. The stored feedwater is at a 
thermodynamic state close to saturation. Since the specific 
availability of saturated water depends closely on temperature 
alone and since the temperature of the stored feedwater 
depends on the plant load, the availability of the water stored 
can be determined as a function of plant load. The availability 
of the feedwater at part-load conditions was calculated using 
equation (1) with the properties determined from part-load 
extraction temperature and heater performance data of the 
example plant used. The results are shown in Fig. 7. A heat 
transfer analysis shows that the water in storage loses only a 
negligibly small amount of availability during storage if daily 
cycling and moderate storage tank insulation are used [4]. The 
availability curve of Fig. 7 therefore indicates the feedwater 
availability during discharge also. 

The change in the thermodynamic effectiveness of the low-
pressure turbine during storage operation depends directly on 
the change in leaving loss and is given by 

A e , = 
m„AhP (16) 

The change in the leaving loss can be expressed as the product 
of the change in exhaust velocity and the slope of the leaving 
loss curve. This is written as 

Ah 
• - ( — ) 

AV (17) 

The exhaust flow is related to the exhaust velocity by 

me=pcV (18) 

where p and c are constants. Also 

Ame=~LAmk (19) 

Equations (16)-(19) are combined to yield for charging and 
discharging, respectively 

•Ah 

A„,cAec "(£)*»- <£K 
mc 

A„ tjAe,) 

mr 

/ A M 
\ Av J 

Am„ 
\AV / L-— I 

Am t 

mn 

(20) 

(21) 

The expressions in equations (20) and (21) may be evaluated 
using low-pressure turbine data. Kand A/j^/AKcan be read 
directly from the low-pressure turbine leaving loss curve and 
the ratio of the total change in extraction steam flow to the 
mass charging or discharging flow can be computed for a 
plant from simple mass and heat balances on the low-pressure 
heater system. Equations (20) and (21) have been evaluated 
using the leaving loss curves of Fig. 2 and the results are 
shown in Fig. 8. 

Results and Summary 

The values of the parameters e,, eh, ac, and AetidAn/1/md 

are dependent on specific turbine and low-pressure heater 
characteristics. Significant differences occur in these 
characteristics among plants operating at the design condition 
and significant variation occurs for a specific plant over its 
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operating load range. These variations were illustrated in 
Figs. 3, 6, 7, and 8 by the nuclear turbine, conventional 
turbine, and low-pressure feedwater heater system selected. 
The results illustrated in these figures were used to provide the 
independent variables for equations (11), (12), and (15). These 
equations were then solved and the results summarized in 
Figs. 9 and 10. The analysis is general but the results are 
specific to the plant elements used for illustration. 

When the low-pressure feedwater storage system is used to 
increase the maximum output of a plant, the results of this 
analysis show that the turnaround efficiency depends on the 
plant load during storage charging. Significantly, the turn­
around efficiency approaches 100 percent when the storage 
charging is done at base load, as shown in Fig. 10. This is a 
considerable advantage compared with virtually any other 
energy storage system for power plants. The total energy 
stored is also greatest for a given size storage system when 
storage charging is done at base load. These two important 
factors favor charging the system when it is operating at 
nearly the base load or design condition. 

The turnaround efficiency is reduced when storage charging 
is done at part load as shown in Fig. 10 and the total amount 
of stored energy is also decreased, as shown in Fig. 9. 
Charging under these conditions might be attractive, 
however, as an aid in reducing plant cycling and consequent 
problems. As an aside, charging the storage system at near 
base load and discharging at part load might seem to be an 
attractive option. The stored energy would have been 
produced under more efficient operating conditions than the 
part-load conditions prevailing at the time of discharge. 
However, this mode of operation increases the fluctuation in 
plant load, which in turn adversely affects plant reliability [5]. 
It also decreases the output and therefore the efficiency of the 
balance of the plant. This mode of operation of the storage 
system is felt to have little merit for these reasons. 

Feedwater storage systems are less suited to plants where 
the turbine operates at high design exhaust velocity. These 
turbines are generally more sensitive to variation in exhaust 
flow in addition to having higher leaving losses. The increased 
sensitivity increases the dropoff of feedwater storage system 
turnaround efficiency at off-design load. Installations having 
turbine design exhaust velocities which approach the choked 

condition are essentially base-load limited. Feedwater storage 
systems are totally unsuited for these unusual installations. 

Turnaround efficiency is virtually independent of the rate 
of storage charging and discharging. The storage charging 
rate is limited by feedwater flow rate through the heaters so at 
near base-load operation the feedwater storage rate would be 
relatively limited. Storage discharging at up to full feedwater 
flow would be possible and would provide the maximum peak 
power output from the storage system. 

A case study was made of the economics of adding a low-
pressure feedwater storage system at a selected nuclear power 
plant [6]. The maximum power increase the system could 
provide was calculated to be 41,600 kW or 6.9 percent of the 
low-pressure turbine output. Storage for 3 hr at this level was 
assumed. Cost estimates for shop-fabricated tanks 3 m in 
diameter and 30 m in length were obtained. The total cost 
including insulation and installation of the 57 tanks needed 
for the system was estimated at $3.84 million, making the 
capital cost about $92/kW. If the system is operated for 3 hr 
per day for 5 days per week and 11 months per year, a 20 
percent fixed cost rate would yield a capital cost of 
$0.029/kWh. These cost figures are presented only to indicate 
a possible economic feasibility for the system. They are time 
and site specific and are based on extensive details and 
assumptions. The results, however, suggest that the system 
may be economically attractive in some situations. 
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Steam Cycle Regeneration 
Influence on Combined Gas-Steam 
Power Plant Performance1 

The influence of steam cycle regeneration on combined plant performance has been 
analyzed from the thermodynamic point of view. A mathematical model has been 
developed and calculations have been performed according to a cycle analysis 
criterion. The higher the number of extractions the lower the relative efficiency 
gain. The influence of the intermediate feedwater temperatures is very small when 
these temperatures are slightly changed in relation to the equally spaced values. 
Results are given for a gas turbine firing temperature equal to 1000° C. They show a 
positive influence on combined cycle efficiency for small regeneration degrees. Gas 
turbine firing temperature in the range of 800-1400° C has been considered. The 
influence of the economizer inlet temperature lower limit is shown. 

Introduction 

To analyze thermodynamic regeneration of steam cycles 
used in combined gas steam plants a different approach is 
needed with respect to the traditional steam cycles. In the 
latter plants (owing to the boiler's air preheater) the exhaust 
gas stack temperature is independent of the regeneration 
degree.2 Because of the relatively high temperature of the 
compressed air the combined gas steam cycle stack tem­
perature depends on the status (i.e., pressure and tem­
perature) of the feedwater at the waste heat boiler inlet. 

To obtain the best compromise between combined cycle 
efficiency and specific work (related to the compressed air 
which takes part in the combustion), steam cycle parameters 
have to be varied with respect to nonregenerative steam cycles 
when thermodynamic regeneration is taken into account. 

The aim of this paper is to analyze the influence of 
regeneration on combined cycle performance according to the 
previous analysis proposed in [1] where combined gas steam 
plants having steam cycles with one pressure level and without 
regeneration were dealt with. Thermodynamic analysis was 
carried out by means of some parameters which were 
recognized to be of interest in the study. 

Cycle Analysis Criterion and Model Identification 

The analysis is performed on combined gas steam plants 
shown in Fig. 1, the thermodynamic cycle of which is given in 
Fig. 2. Z extractions are considered in the bottomed steam 
cycle: The extracted steam masses condense in the respective 
heaters. The feedwater temperature is then increased from the 
condensation point up to the economizer inlet temperature: 
T/n,(\). The mathematical model of the plants here considered 
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According to [2], regeneration degree of (R) is defined as the ratio between 

the feedwater enthalpy rise due to regeneration and the feedwater enthaly dif­
ference between the boiler saturation and the condenser extraction pump outlet. 
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feedwater surface heaters cycle 

A A 

feedwater direct-contact heaters cycle 

Fig. 1 Schematic flow diagram of a combined plant with regenerative 
feedwater cycle 

SPECIFIC ENTROPY (J/kgK) 

Fig. 2 Temperature entropy diagram of a combined cycle 

574/Vol. 107, JULY 1985 Transactions of the ASME 

Copyright © 1985 by ASME
Downloaded 01 Jun 2010 to 171.66.16.71. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



was studied from a thermodynamic point of view and was 
given in the previous paper [1]. Variations and additions that 
this study deals with are: 

« the waste heat boiler treatment 
® the turbine expansion and regenerative heating of the 
feedwater 

The waste boiler heat exchange, the diagram of which is 
given in Fig. 3, depends on the feedwater enthalpy 

Ayw(l) = hco+RX (la) 

or 

V ( l ) = (l-IQhn+Rh* (lb) 
The energy conservation is expressed as: 

( l + — ) Cpa5dT5a - T6a)r,b = s[H3s - hfM)] (2) 

The pinch point temperature difference can be obtained by the 
energy balance of the economizer 

K) Cpaec(Taej — T6a)-rib — s[his — hrw(l)] 

and by the saturation steam temperature 

T* = T(p2s) 

Finally the pinch point is 

AT* =T — T 
pp A aeci J 2s 

The feedwater inlet temperature in the economizer is 

Tfw(l)=T[hfw(D,P2s] 

and then the economizer inlet temperature difference is 

ATecl = T6a-TfwV) 
Steam turbine expansion and thermal feedwater 

regeneration have been studied considering the elementary 
cell which describes the cycle between two successive ex-

(3) 

(4) 

(5) 

(6) 

(7) 

AT a s 

/ Qab 

Ntsa 

1*3 S 

\ S h 

\ 

\ E economizer 
"J" b evaporator 

Sh superheater 

\ U a 

b / N . 
tzs A T p p \ 

tfw«) 
• • 

*aeci 

tea 

ATeci 

.25 .50 .75 
Q 

Ur+Qab] 
Fig. 3 Typical temperature-heat transfer diagram in the waste heat 
recovery boiler 

tractions (Fig. 4). In this way the first and the last elementary 
cells have two fictitious heaters, both surfaces of which are 
equal to zero. 

Each elementary cell is known by means of an index (J) 
which specifies the downstream cell heat exchanger. Then 
z+ 1 cells have been considered. 

For each elementary cell the pressure ratio is defined as 

where 

and 

&AJ)=PSV-WPAJ) 

Ps(0)=P3s 

Ps(Z+l)=Pco 

Polytropic efficiency can be expressed [3] as 

Vps,(J) = VPds = const 

in the superheated steam region and as 

(8) 

(9) 

(10) 

(11a) 

cP 

D 

e 

H,h 

J 
m 
P 
Q 
q 

R 

s 
s 

T,t 
W 

wQ 

z 
a 

<*st 

= specific heat at con­
stant pressure, J/kg K 

= dryness steam frac­
tion 

= excess of air in 
combustion 

= enthalpy, J/kg (steam 
and liquid) 

= index 
= mass, kg 
= pressure, Pa 
= heat, J 
= ratio between the heat 

at the afterburner and 
the heat at the gas 
turbine combustion 
chamber 

= regeneration degree 
= entropy, J/kg K 
= stream air mass ratio 
= temperature, K, °C 
= work, J 
= specific work, related 

to the compressed air, 
J/kg (air) 

= number of extractions 
= compressed air fuel 

ratio 
= stoichiometric air fuel 

ratio 

0 

r, 
Vb 

V 
X 

v = R/Cp 

A 

Subscripts 
a 

ad 
b 

ab 

= gas turbine pressure 
ratio 

= net calorific power, 
J/kg 

= boiler efficiency: 
ratio between the heat 
absorbed by the water 
(steam) and the heat 
given up by the 
exhaust gas stream 

= efficiency 
= enthalpy difference of 

the water between the 
boiler saturation and 
the condenser ex­
traction pump outlet 
\ = hls-hco 

= ratio between the 
constant of the gas 
and the mean specific 
heat at constant 
p ressure in the 
transformation 

= difference 

= air; exhaust gas 
= adiabatic 
= combustion; boiler 
= afterburning 

c 
CO 

d 
ds 
ec 
e 

es 
ex 

fw 
gt 

i 
is 
m 
0 

P 
PP 

s 
ss 
St 

1 , 2 , 3 , . . . 

Superscripts 

h 
I 
t 
u 
* 

= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 

= 

= 
= 
= 
= 
= 
= 

= 
= 
= 
= 
= 

compressor 
condenser 
drain 
dry steam 
economizer 
extraction 
extracted steam 
exhaust gas 
feedwater 
gas turbine 
inlet 
isentropic 
mechanical 
outlet 
polytropic 
pinch point 
steam 
saturated steam 
steam turbine 
initial and end points 
of thermodynamic 
transformations 

thermodynamic limit 
lower limit 
technological limit 
upper limit 
maximal 
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Fig. 4 Elementary steam cycle ceil 

Vpsi(.J) = Vpds-i + 
D(J-\) + D(J) 

(lid) 

in the wet steam region. When the expansion line crosses the 
saturation line D(J- 1) equals one. 

Properly evaluating the isentropic expansion coefficient the 
cell's adiabatic efficiency is expressed as3 

The above relationships lead to the calculation of the steam 
expansion line points at the turbine extractions.4 The work 
delivered by a steam turbine cell is: 

Ws{J) = ma{J- \)[HS{J~ l)-Hs{J)]Vm (13) 
Both surface and direct-contact regenerative heaters can be 

studied with two similar mathematical models (Fig. 5). The 
temperature differences at the inlet (Ar,(/)) and at the outlet5 

(A/0(/)) are assumed to be known. 

The dependence of riadsl onps(J-\) and T(J- 1) is connected with the 
isentropic expansion coefficient v which depends on the status of the steam 
which expands in the cell. 

According to [1] the expansion end point enthalpy for each elementary cell 
can be evaluated using the isentropic end point expansion enthalpy 

Hsis(J)^HlSs(J~l),Ps(J)] (14) 

and then the actual end expansion point enthalpy is 

HS(J) = HS(J-1) - [HS(J~ 1) -Hsls{J))r,ads,V) (15) 

Expansion line characteristic points can be then calculated once pressures ps (J) 
fory=0to./=z+ 1 have been assigned; of course 

HM = His (16) 
Surface regenerative heater condensed water leaving the exchanger is the 

sum of the extracted steam and water, drained from other heat exchangers, 
entering into it. Terminal temperature difference at the exit (A;0 (./)), Fig. 5, 
may be ^0: Usually it is higher than zero; only in high-pressure regenerators it 
may be less than zero. Drains from other exchangers and the condensed water 
leave the direct-contact regenerator mixed with the feedwater. The outlet direct-
contact heater temperature difference is equal to zero; the inlet temperature 
difference loses its meaning. Equations which express mass conservation and 
temperature inlet difference for surface heaters are 

mfw(J) = mf„{J+i) (17a) 

ZmdiV) + mM = X,md0(J) (18a) 

Td0(J)=TIw(J+\) + ATi(J) (19) 

Equations expressing the same things for direct-contact regenerators are 
mf„(J) = mfw(J + 1) + X.m di(J) + mes(J) (176) 

mdo(J) = 0 (186) 
Since no drain leaves the heat exchanger, equation (19) loses its meaning. 

J7o(J) 

AT, (J) 

surface regenerator heat 

transfer diagram 

not to scale 

TS(J) 

P5(J) TSS(J) T ( J ) 

T(W(J+1) 

( _ Q _ ) 1 

d i rec t -contac t regenerator heat 

transfer diagram 

me s (J) 
PS(J) 
HS(J) 

m,w(J+1) 
hfw(J+1) 

h (w(J) 
T f„(J) 

y 
/md i(J) 
hdi(J) 

model 

T1do(>J) 

IWJ) 
fTd0(J) 

Jt h heater 

Fig. 5 Typical surface and direct-contact regenerators heat transfer 
diagrams and model of a heater 

The saturation temperature of the condensing extracted 
steam is 

TSS(J)=T/W(J) + AT0(J) 
and the extraction pressure is6 

PS(J)=P[TSS(J)) 
Knowing the feedwater enthalpy 

hfn,(J)^h[T/w(J),pfw{J)] 
The regenerators' energy balance is expressed by 

mfw(J)hfw(J) = mfM+ M/M+ D + Zmdi(J)hdi(J) 
+ mes{J)Hs{J)-mdo(J)hdo{J) 

Mass conservation and thermal conditions have to be con 
sidered. 

(20) 

(21) 

(22) 

(23) 

In the present study, pressure and heat losses have not been considered 
because they do not lead to any noteworthy statement. 

576/Vol. 107, JULY 1985 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.71. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



The above equations can be written for each elementary 
cell. 

Once the kind of regenerator (surface and direct-contact) is 
established in its relative position in the plant and once the 
terminal temperature differences are given, it is possible to 
calculate the thermodynamic configuration of the steam 
cycle, the extracted steam masses, and the work delivered by 
the steam as a function of 

• number of extractions z 
• regeneration degree R 
• z — 1 intermediate feedwater temperatures 

The following conditions have to be satisfied 

0 < i ? < l 

Tfw(J+ l)*Tfw(J)*TfM- 1) ^ J=2-z (25>) 

ATpp>ATpp' 

T, 6(7 

7\, < T 

T ' 

(24) 

(25*-') 

(26) 

(27) 

(28) 

-An, 
' is = 1 3J 

where Tis
u is the lower of Tis"< (538°C) and T5t, 

A further condition has to be established concerning the 
terminal temperature difference at the inlet of the economizer 

A7L,. = Th, 7>W(D (29) 

(30) 

which has to be higher than a lower limit 

AT >AT' • 

It must be noticed that the value of AT'eci might be taken 
independently of the regeneration degree R (i.e., in­
dependently of 7yiv(l)) but it seems to be a much too 
restrictive assumption. The heat exchanged by the exhaust 
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Fig. 6 Exhaust gas turbine temperature versus gas turbine pressure 
ratio for constant firing gas turbine temperature, and isoefficiency 
curves 

gases should really be nearly independent, if possible, of the 
regeneration degree R; that means the surface of the boiler in 
relation to the compressed air does not depend on Tfw(\). This 
is possible if AT'eci is taken as a decreasing function of R. If we 
define the minimal acceptable value AT'°ci for R = 0 (this is an 
economical factor) the lower limit of such a terminal tem­
perature difference can be written as 

AT'ed = AT*- -R(AT>°, - AT'pp) (31) 

In this way when R equals one, the economizer doesn't exist 
and A7£c/ coincides with the pinch point lower limit, and when 
R equals zero AT'ecj is equal to AT'°ci\ both these values are 
connected with economic evaluations. 

In conclusion, taking into consideration what has been 
written in [1] and the equations herein established, combined 
gas steam cycle efficiency and specific work can be calculated 
for each set of the following quantities 

T3a, (5, s, p2s, Tis, q, R, z, 1 Tfw(J)]J=1_z 

which satisfy the stated conditions. 
It must be noticed that instead of the z -1 feedwater 

temperatures (T f lv(J)}J=2-z, other quantities might be used, 
such as extraction steam pressures {ps(J)}j=2-z> o r extracted 
steam masses \mes(J)}J=1_z, or any combination of them. 
Specifically Tfw{\) orps(l) or mes(\) can be used instead of R. 

Analysis of Results and Discussion 

The thermodynamic model described in the previous section 
has been used to calculate combined gas steam cycle per­
formance; a regenerative steam cycle has been considered. 

Assumptions underlying the analysis are 

15.°C 
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14.7 
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6.24kJ/kgK 
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Steam turbine polytropic efficiency has been assumed to 
obtain a maximal adiabatic efficiency i}adsl =0.88. 

Steam cycle pressure drops, thermal losses, and feedwater 
pumps have not been taken into account. 

To simplify the analysis direct-contact heaters have been 
considered. 
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Regeneration degree R, number of extractions z, and in­
termediate feedwater temperatures Tfw(J)J=2-z have been 
selected as independent quantities. 

The relationship between the G.T. exhaust gas temperature, 
the G.T. firing temperature, and G.T. pressure ratio is shown 
in Fig. 6. In the same figure the G.T. isoefficiency curves are 
given too. 

The relative influence of extraction number is shown in Fig. 
7. Relative efficiency gain with respect to one extraction 
liviz)-•<}(}))/vi^)\ is given in Fig. 7(a) versus extraction 
number z. The efficiency gained by one more extraction 
[(J?(Z) - i ) ( z - l))/t)(z- 1)] versus z is shown in Fig. 1(b). The 
intermediate feedwater temperatures have been selected 
equally spaced between 7/w(l) and Tco; therefore 

TfA-0 = T„ + (7>W(1) - Tco)(z-J+ \)/z for J= 1 - z (32) 

Curves of Fig. 7(a) and 1(b) are for constant regeneration 
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Fig. 11 Combined cycle performance versus gas turbine pressure 
ratio with and without fuel fired in the afterburner: (a) maximal ef­
ficiency and afterburning ratio; (b) steam air mass ratio; (c) overall 
specific work W0, compressor work Wc, and steam work Wst; (d) steam 
pressure 
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degree R, and clearly show that by increasing the number of 
extractions over three the more negligible the rise in efficiency 
becomes chiefly for low regeneration degrees, .R<0.6; 
consequently plants with three steam extractions have been 
presented. 

Isoefficiency curves for z = 3 are given in Fig. 8 where for 
abscissa and ordinate axes the difference between the second 
extraction and the condenser temperature as well as the 
difference between the third extraction and the condenser 
temperature are shown normalized by the feedwater 
regenerative total temperature increase. Curves are for R = 0.4 
and # = 0.8; they show the maximal efficiency is reached in 
the region around the point (dashed region) 

(7>w(2) - r„)/(7yw(l) - Tco) = 0.33 
(7},v(3) - rco)/(r /w(l) - Tc0) = 0.66 

and the efficiency surface is quite flat. 
Therefore the assumption that the intermediate feedwater 

temperatures are equally spaced between the condenser and 
the first extraction temperatures (T}lv(l), depends on the 
steam pressure p2 i and on the regeneration degree R) is not far 
from the thermodynamic optimum conditions. Moreover this 
position is strengthened by technical reasons; turbine 
manufacturers can't provide extraction points at precisely the 
correct pressures for every steam cycle. Even if these 
manufacturers knew the correct extraction pressures, it would 
be nearly impossible to provide these exact pressures without, 
in many cases, compromising the design and perhaps the 
steam turbine efficiency. 

The abovementioned assumption underlies the further 
analysis carried out in the present study. 

The maximal efficiency r\* reached in the range of 
variability of the quantities s, p^, t3s, versus the regeneration 
degree R is given in Fig. 9(«) which is for gas turbine firing 
temperature T^ = 1000°C, extraction number z = 3, and 
without any afterburning fuel q = 0; curves in Fig. 6 are for 
gas turbine pressure ratio (3 = const (i.e., for constant exhaust 
gas turbine temperature). For the higher pressure ratios (/3= 8, 
12) maximal efficiency r\* reaches its maximum when R = Q. 
For the lower pressure ratios maximal efficiency i}* reaches its 
maximum when R > 0 depending on the value of j8. Specific 
work curves are also given in Fig. 9(a). Figures 9{b, c and d) 
show 5, p2s and Tis corresponding to the curves of Fig. 9(a). 

Maximal efficiency ij* rises, increasing the steam air mass 
ratio s (Fig. 9) when R assumes low values and the steam 
pressure is high 

Maximal efficiency IJ* versus specific work W0 is given in 
Fig. 10; curves are for constant regeneration degree R and for 
constant gas turbine exhaust temperature, which means a 
constant pressure ratio /3. This figure clearly shows that when 
R is in the range 0. - 0.2, efficiency can reach higher values 
with respect to that for R = 0, only if gas turbine pressure 
ratios are in a proper range (/3<6.5). 

When fuel is fired in the afterburner (g ̂  0) thermodynamic 
regeneration influences combined cycle performance in a 
different way. Maximal efficiency TJ* versus gas turbine 
pressure ratio is given in Fig. 11(a); curves are for constant 
regeneration degree (R = const); solid lines are for # = 0 
(without afterburning fuel), dashed lines are for q^0. In this 
figure the afterburning rate (g*) corresponding to 17* is given 
too. The maximal efficiency rj* is not, practically speaking, 
influenced by firing fuel in the afterburner when the pressure 
ratio assumes low values (j3<6). This means high gas turbine 
exhaust temperatures, whatever the regeneration degree is. 
Maximal efficiency ij* is positively influenced by steam cycle 
regeneration degree, when R is in the range 0. —0.2 and for 
values of 0 higher than 6 -7 (for Tla = 1000°C). That means 
low exhaust gas turbine temperatures. This is due to the 
higher steam temperatures, steam pressures, and steam air 

(a) 
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Fig. 12 Isoefficiency curves in the steam air mass ratio-gas turbine 
pressure ratio domain: (a) without extra fuel fired in the afterburner 
q = 0; (b) with extra fuel q * 0 

mass ratios which the afterburning fuel makes possible (Fig. 
11). Specific work (W0), steam turbine work (Wsl), and 
compressor work (Wc) versus gas turbine pressure ratio are 
shown in Fig. 11(c). Values of /3 and R in which Wc is equal to 
Wsl seem of interest for a particular arrangement of the plant. 

Isoefficiency and isoregeneration-degree curves are given in 
Figs. 12 (a, b); on the abscissa and ordinate axes, steam air 
mass ratio and pressure ratio are respectively indicated. The 
curves in Fig. 12(a) are for q = 0 (without afterburning rate) 
and those of Fig. 12(b) are for q^O; they show the area in the 
curves is of a different extent whether q is equal to or different 
from zero. 

It is worth noticing the curves for # = 0.2 and )? = 0.45 and 
the position of the maximal values i? = 0.46 and r? = 0.47 for 
q = 0 and q ̂  0, respectively. 

Combined cycle efficiency depends on the economizer inlet 
temperature difference lower limit (AT*-); the influence of this 
parameter is shown in Fig. 13 where efficiency (rj) versus 
AT'? is given for r3ir = 1000°C; 15 = 5; for 74ff=600°C, q = 0 
and z = 3. 
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Fig. 14 Maximal combined cycle efficiency versus gas turbine firing 
temperature for both constant pressure ratio /S and regeneration degree 

Maximal efficiency i?*, for <? = 0, versus the gas turbine 
firing temperature (TJa) is shown in Fig. 14 where curves are 
for /3 = const and R = const; the greater the gas turbine firing 
temperature the lower the slope of the curves. 

Concluding Remarks 

Steam cycle regeneration influences performance of 
combined plants; the analysis in the present study shows: 
8 The number of extractions raises the efficiency; the relative 
efficiency gain, making z extractions instead of z— 1, becomes 
smaller and smaller by increasing z by one when z rises. 

• Equally spaced feedwater temperatures represent a nearly 
optimal solution. The efficiency surface in the intermediate 
feedwater temperature domain is quite flat. 
9 Efficiency can rise for small /3, high exhaust gas turbine 
temperature, and for small regeneration degree R = 0 .2-0 .3 
due to the possibility of reaching the maximal steam tem­
perature and pressure and increasing steam air mass ratio. 
Specific work goes up too. 
9 Firing fuel in the afterburner makes the efficiency increase 
for high values of pressure ratio (i.e., low exhaust gas turbine 
temperatures); the regeneration degree causes an increase of 
efficiency only when R is small enough (7?<0.2-0.3 for 
r3 o = 1000°C). 
• The higher the maximal gas turbine temperature is the 
higher the efficiency is for every value of R but the smaller the 
effect of its variation is. Whatever the gas turbine firing 
temperature T3a is, efficiency rises only for low regeneration 
degrees JR = 0 . 2 - 0 . 3 depending on the exhaust gas turbine 
temperature, i.e., Tia and /3. 
8 The economizer inlet temperature difference influences the 
maximal combined cycle efficiency related to the gas turbine 
parameters and to the regeneration degree. For a given steam 
air mass ratio s, the higher the regeneration degree is the 
smaller is the AT'? range in which efficiency is practically 
independent. 

Steam cycle thermodynamic regeneration in combined 
plants appears important because low regeneration degrees 
(R —0.2-0.3) make an efficiency increase possible whatever 
the gas turbine firing temperature is. It is interesting to note 
the possibility of having the steam turbine work equal to the 
compressor shaft work in the gas turbine pressure ratio range 
for which an increase of combined plant efficiency can be 
obtained by means of steam cycle regeneration. 
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Power Plant Spray Cooling: Design 
and Performance Studies 
A new three-dimensional model for determining the flow and thermal charac­
teristics of spray units is utilized in an effort to predict and improve the cooling 
efficiency of spray units. In a marked departure from present theories, which are 
based on the behavior of an average droplet in a uniform average environment, the 
model examines the local variation in properties of both the air and the droplets 
throughout the flow field encompassing the spray umbrella. Model predictions of 
droplet return temperature along the spray perimeter, downwind wet-bulb tem­
perature, and downwind air-velocity were compared with field data on a com­
mercial spray. Good agreement was observed. A parametric study was then per­
formed to determine the optimum droplet size and discharge angle for a spray unit. 
It was found that substantial improvements in the cooling obtained for a given 
spray power input can be achieved over currently used floating spray units. 

Introduction 

During the past decade considerable interest has been 
generated in waste heat dissipation from power generation. 
Public pressure and concern have precipitated stringent state 
and federal laws regulating traditional once-through open-
cycle cooling. Aside from those regulations, the difficulty of 
waste heat management is compounded by increasing needs 
for power and accelerating demands on water resources. 

Recognizing these developments and trends, the power 
industry has intensified its activity in exploring alternate 
methods for waste heat dissipation. A closed-cycle approach 
which has received favorable attention is spray canal cooling. 
The spray system consists of floating modules each spraying a 
small percentage of the condenser discharge water into the air. 
Typically spray modules, each consisting of several spray 
units, are aligned parallel to the edge of a canal which can be 
up to several miles long. Spray systems are attractive from the 
standpoint of economy of construction and ease of main­
tenance. 

The present work demonstrates that the theoretical model 
proposed herein can accurately predict the performance of a 
single spray unit, and can be utilized to optimize design. Since 
the new model identifies all parameters governing the per­
formance of spray units, it allows one to systematically in­
vestigate new designs and carry out parametric studies for 
purposes of optimization. 

Previous models for predicting the performance of spray 
units and modules [1-6] have been based on some average 
droplet in variously defined uniform average environments 
and have introduced semi-empirical interference factors to 
either describe the effect of the wind or the interaction be­
tween successive spray units. In marked contrast to these 
models, the theoretical model [7, 8] used for the present 

Contributed by the Power Division for publication in the JOURNAL OF 
ENGINEERING FOR GAS TURBINES AND POWER. Manuscript received by the Power 
Division December 1983. 

design and performance analysis examines the local variation 
in properties of both the air and the droplets throughout the 
flow field of the spray umbrella for any prescribed upwind 
velocity profile. Furthermore, the model does not require any 
empirical interference factors for the interaction of the spray 
with the wind or with other spray units. The only empirical 
factors required are the correlation equations for the local 
droplet heat and mass transfer coefficients and the turbulent 
mixing models for the air-vapor phase. An important ob­
jective of the present paper is to show how the basic 
mathematical model developed in [7, 8] can be utilized to 
perform parametric optimization studies on spray nozzle 
designs leading to significant improvements in spray cooling 
efficiency. 

Model Description 

The basic model described in detail in [7, 8] examines the 
local mass, momentum, and energy interaction between spray 
droplets and air-vapor elements. An air-vapor element is a 
finite volume of the gas phase that traverses the spray domain 
(Fig. 1). Separate conservation equations are written for both 
the individual droplets and air-vapor elements including a 
conservation equation for droplet number density along 
droplet trajectories. Air-vapor element streamlines and 
droplet trajectories are found by solving the differential 
momentum equations for each phase. These three-
dimensional momentum equations consider the local 
buoyancy force, droplet drag, and turbulent diffusion of 
momentum. The magnitude of the local interaction between 
droplets and air-vapor elements is related to the number of 
droplets passing through each element as the element follows 
a streamline. The air-vapor conservation equations in­
corporate terms which arise from the presence of the droplets. 
These terms characterize the droplets as sources of mass, 
momentum, and energy to the air-vapor phase. Integrating 
the air-vapor equations along selected streamlines yields the 
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Fig. 1 Trajectory of a fluid element as it crosses the spray field 

local conditions of air-vapor velocity, dry-bulb temperature, 
and absolute humidity. Droplet velocity, mass, and tem­
perature along a trajectory are determined relative to the local 
air-vapor properties. Since the local conditions of the air-
vapor continuum and of the droplets are all unknown 
initially, an iterative scheme is employed to obtain convergent 
solutions. A maximum of four iterations is required. A 
numerical Runge-Kutta technique is used to obtain solutions 
to the coupled set of two-phase conservation equations. 
Calculations are made for half of the symmetrical spray 
domain including eighteen droplet trajectories and two 
hundred air-vapor streamlines. Computation time per 
iteration is under 1 min on a high-speed computer such as the 
Cray-1. 

The interference between successive downwind spray units 
[1, 3] is automatically determined by the present model from 
the computed exit air conditions of the single spray. The dry-
bulb temperature, absolute humidity, and air velocity 
downwind of the first spray in a pass are the entrance con­
ditions for the next spray, etc. The effects of interference 
between sprays and the modeling of an entire spray system 
will be the subject of a future paper. 

Conservation Equations 

Conservation of Mass for a Droplet. To determine the 
amount of evaporation that a droplet experiences during its 
time of flight, one relates the time rate of change of droplet 
mass to the evaporative flux across the concentration 
boundary layer of the droplet 

dM/dt=-pahDTTd2[us(Td)-u] (1) 

The mass transfer coefficient hD is determined by an em­
pirical correlation given by Ranz and Marshall [9] 

hD= (D/d)[2 + 0.6(Re)W2(Sc)m] (2) 

Conservation of Droplet Momentum. Droplet velocities are 
determined by applying Newton's law for a particle. Con­
sideration is taken of gravitational forces and the drag in­
duced by the local vector-velocity difference between the 
droplet and the air-vapor continuum. The resulting equation 
is 

Md\/dt = Mg-(CDpaTrd2/8)\v-u\(\-u) (3) 

where [10] 

CD = 0.44 = drag coefficient for Re > 1000 (4a) 

CD = (24/Re)(l +0.15Re0-687), Re < 1000 (4b) 

A droplet trajectory is found from 

dsd/dt = \ (5) 

Conservation of Energy for a Droplet. Taking into con­
sideration surface convection and evaporation, and neglecting 
temperature gradients within the droplet, the energy balance 
gives 

N o m e n c l a t u r e 

B = 

CD = 
Cn = 

c„ 

cn 

D = 
d = 

dc = 

•E'ref = 

Fr = 

cross-sectional area of 
streamtube 
Bowen ratio = ratio of 
convective to evaporative 
heat transfer = Cpa (TM 

Twba)/[L0(ws{Td0)-
Wo=)] 
drag coefficient 
constant pressure specific 
heat 
specific heat ratio (air to 
droplet) = Cpa/Cpd 

specific heat ratio (air-
vapor to water vapor) = 

number characterizing the 
size of an air element 
diffusion coefficient 
droplet diameter 
droplet diameter upon 
canal reentry 
reference theore t ica l 
power input to a spray unit 
Froude number = 
v2

0/(gd0) 

g = gravitational acceleration 
gc = dimensional constant = 

1.0 kg-m/nt-s2 

Gr = Grashof number = ratio 
of buoyancy to viscous 
forces = c3 f3Tgdl(Td0-
Twi,„) lva 

H = velocity head of spray 
nozzle = vl/(2g) 
surface heat flux 
droplet heat transfer 
coefficient 
droplet mass 
coefficient 
enthalpy of water 
saturation temperature 
enthalpy of air-vapor 
mixture 
thermal conductivity 
von Karman's constant 
turbulent viscosity of air 
turbulent thermal dif-
fusivity of water vapor in 
air 

L = latent heat of vaporization 
of water 

H0 = 
h = 

hD = 

hr = 

k 
k' 

M 
m 

m„ = 
transfer 

at 
N 

n, = 

NTU 
n 

Po 

Monin-Obukhov length 
scale 
_ PgCpaTdbut 

k'gH0 

lateral dimension of 
streamtube 
droplet mass 
vertical dimension of 
streamtube 
mass flow rate of a spray 
unit 
evaporation rate from a 
spray unit 
total number of trajec­
tories 
number of droplets ejected 
along a trajectory per unit 
time 
number of transfer units 
number of droplets in an 
air-vapor element 
Power ratio = ratio of 
theoretical spray power 
input to a reference power 
i n p u t = [m0v0/ 
(2gc)]/ETe! 
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- MCpddTd Idt = -wd2h(Td- Tdb) 

+ ird2pahD[o>s(Td)-u]L (6) 

The terms on the right-hand side of equation (6) are the 
energy given up by the droplet due to convection and 
evaporation, respectively. 

The heat transfer coefficient h is obtained from an em­
pirical correlation for a droplet given by Ranz and Marshall 
[9] 

/!=(A:o /cf)[2 + 0.6(Re)1 / 2(Pr)1 / 3] (7) 

Water Vapor Continuity Equation. To determine the 
variation of absolute humidity along any air-vapor streamline 
in the spray field, species conservation along a streamline is 
required. Conservation of mass for the water vapor in a fluid 
element gives 

paVdu/dt = paird2nliD[us(Td) -w] + paVKwvd
2u/dz2 (8) 

where dw/dt is the total derivative following the fluid mot ion . 
The first term on the right-hand side of equation (8) 
represents the droplets as sources of water vapor to the air-
vapor elements. The second term is the net efflux of water 
vapor across the boundaries of the element due to turbulent 
diffusion. 

If an element is considered to have the shape of a rec­
tangular parallelepiped, the volume of an element can be 
characterized by an equivalent cube, whose side dimension is 
some multiple of the initial mean droplet diameter 

V= (cd0)* (9) 

Equat ion (8) is integrated along the gas-phase streamlines 
to determine co. These streamlines are obtained from the 
momentum equation for the air-vapor element. 

Conservation of Air Momentum. The velocity of an air-
vapor element is found from a Lagrangian form of the 
momentum equat ion. Forces on the element are droplet drag, 
buoyancy, and turbulent shear. The air momentum equation 
can be written as 

p„ Vdu/dt= (npaCDird2/8)\v- u I (v - u) 

-pai3TVg(Tdb-Tdba,)+paVKm(d2uy/dz2)i (10) 

Air Continuity Equation. The continuity equation for the 
air-vapor phase is formulated for a rectangular s treamtube. 
The cross-sectional area of the streamtube upwind of the 
spray is given by the frontal area of an air-vapor element. 
This area changes as the element moves through the spray 
domain according to 

p„uyA=paUa,A„ (11) 

where the cross-sectional area of a streamtube is given by 

A=lm (12) 

The lateral and vertical s treamtube dimensions and velocity 
components are obtained by utilizing a rat io of the lateral and 
vertical components of the air momentum equation as 
detailed by Palaszewski [7], The air-vapor streamline itself is 
found from 

dsa/dt = u (13) 

Air Energy Equation. Neglecting conduction in comparison 
with turbulent diffusion of heat, one can write for con­
servation of energy along an air-vapor streamline 

paVdi/dt = nird2(Td-Tdb) + nTd2LhDpa(us(Td) - co ) 

+ PaCpaVKhd
2Tdb/dz2 (14) 

The terms on the right-hand side of equation (14) represent 
convective and evaporative heat transfer from the droplets 
and turbulent diffusion of heat in that order. The enthalpy /' 
of an air-vapor mixture is given by 

' = Cpa (Tdb — Tra) 

+ colfy(Twb)+L(Twb)+Cpv(Tdb -Twb)] (15) 

After substituting equation (15) into equation (14) and 
dropping small terms equation (14) become 

Pa VCpmdTdb/dt=pao>VCpvdT„b/dt + nird2h(Td-Tdb) 

+ PaCpaVKhd
2Tdb/dz2 (16) 

where 

Nomenclature (cont.) 

Pr 

Ren 

Scn 

Tu. 

= P r a n d t l n u m b e r = 
P-a ^pa' "-a 

= rate of heat transfer from 
a spray unit 

= initial Reynolds number 
= pav0d0/iia 

= d i s t a n c e a l o n g a 
streamline or droplet 
trajectory 

= initial Schmidt number = 
J* 0 / (P«A>) 

Sf = Stefan number = latent to 
sens ib le hea t = 
La/[Cpd (TdQ — Twboo)] 

SER = Spray Energy Release 
T = temperature 

Tdo = spray supply temperature 
TOOO2/H = d i f f u s i v i t y t u r b u l e n t 

number = ratio of tur­
bulent thermal diffusivity 
to kinematic viscosity 

" wnco?.m 

Ulml — 

V = 

Ve = 
v0 = 

V = 

z = 

Zo = 
as = 

fir = 

Ar„ 

Tu m<»2m = m o m e n t u m t u r b u l e n t 
number = ratio of tur-

v 

b u l e n t v i s c o s i t y t o 
k inemat ic viscosity = 
^ mc°2m' Va 

air velocity at a 2 m height 
downwind of the spray 
air velocity vector 
friction velocity 
volume of a finite air-
vapor element 
velocity ratio = U„,lm/vQ 

initial speed of the mean 
size drop 
drop velocity vector 
vertical distance above 
canal surface 
roughness height 
wind shear velocity ratio 
= ut/(k'Ua2m) 
coefficient of thermal 
expansion of air 
change in local wet-bulb 
temperature of air passing 
through the spray 
viscosity 
kinematic viscosity 
wind angle to the canal 

p = 
p* = 

<t> = 
CO = 

Superscripts 
* __ 

Subscripts 
0 = 

2m = 

00 = 

a = 
d = 

db = 
J = 
s = 
v = 

wb = 
y = 

density 
density ratio = palpd 

spray discharge angle 
absolute humidity 

dimensionless variable 

initial value at nozzle 
discharge 
ambient value at a 2 m 
height 
ambient value at any 
height 
air 
droplet 
dry bulb 
trajectory number 
saturated air 
water vapor 
wet bulb 
horizontal space coor­
dinate in the wind 
direction 
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Table 1 PSM experimental conditions 
Exp. No. Lmo(m) TdoCO TdbnCC) Twbx,VO 

2 

3a 

3b] 

3 b 2 

5a 1 

5a2 

5b 

5 b E S 

5 b S 

-4.5 

-8 .5 

-4 .5 

-4.5 

-4 .5 

-2 .5 

-13 .5 

-4.5 

-13 .5 

34 .4 

30 .2 

31.3 

31.4 

25.7 

25.9 

26.4 

26 .0 

26 .0 

22.5 

21 .0 

22.3 

22.7 

15.5 

16.3 

17.5 

17.5 

17.5 

14.0 

16.2 

15.5 

14.9 

11.9 

13.3 

13.6 

13.8 

13.5 

4.27 

4 .64 

2 .30 

2.50 

1.28 

1.80 

2.43 

2.02 

2.68 

Note: z — 0.04 m for all experiments 

Data from Reference [121. 

Table 2 Comparison of theory and experiment for droplet cooling 
range of PSM 

Dropiet Cooling Range C O 

Catch Pan No. 

Experiment No. 

2 

• 

3a 

D 

SbES 
o 

SbS 
o 

5ft 
o 

r 

10 

19 

73 

79 

83 

experiment 

theory 

experiment 

theory 

experiment 

theory 

experiment 

theory 

experiment 

theory 

1 

1.5 

1.7 

0.9 

1.1 

1.0 

1.0 

1.2 

1.0 

1.0 

1.0 

2 

1.8 

2.1 

1.2 

1.4 

1.1 

1.0 

1.2 

1.0 

0.9 

1.0 

3 

2.7 

2.2 

1.5 

1.4 

0.8 

0.8 

1.0 

0.9 

0.7 

0.9 

4 

2.2 

2.0 

1.2 

1.3 

0.8 

0.8 

1.0 

0.9 

1.0 

0.9 

Ca 
z Cpa + wCpu (17) 

Meteorological Considerations 

The initial upwind profiles of dry-bulb temperature and 
absolute humidity can be considered uniform since the 
variation of these quantities is small over heights typical of 
sprays (5 m). The wind velocity profile is given [11] as 

!/„(*) = («./*')[ln(i- + l)+*(z)] (18) 

\p(z) takes on different forms depending on the stability 
condition of the atmosphere [11]. Values of the turbulent 
transport properties and the turbulent length scale Lmo are 
given in [11]. While the spray heat and moisture release will 
affect atmospheric stability, their effect on changes in 
stability is assumed small compared to convection and 
evaporation in determining drop and air-vapor temperatures. 

Comparisons With Data 

The predictions of the present model for a single spray unit 
have been compared with data [12] for one spray of the 
Powered Spray Module (PSM) manufactured by the Ceramic 
Cooling Tower Company. A typical spray module consists of 
four spray units aligned parallel to the edge of a canal. The 
module is powered by a 56-kW pump. Each nozzle sprays 
approximately 9470 L of water per minute. The nozzles are 
located 0.92 m (3.0 ft) above the water surface, and produce a 
spray pattern with a maximum height of 6.1 m and a radius of 
6.1 m at the water surface in the absence of wind [13]. 

The initial droplet velocity is 11.64 m/s and the spray 
discharge angle is 74 deg [13]. In the model, droplets were 
discharged from 36 sites around the nozzle perimeter, 
producing a droplet trajectory every 10 deg. Although the 
model can handle any number of discharge sites, the number 
36 was chosen to limit computation time and conserve 
computer resources. A sensitivity study was not carried out 
since the objective was to create as fine a flow field as possible 
within computation budgetary constraints. 

The spray was assumed to be monodisperse. The value of 

Note: Data from Reference [121. 

Table 3 Comparison of theory and experiment for PSM downwind wet-
bulb temperature and air-velocity 

Exp. No. 

3b2 

3bl 

5a 1 

5a2 

SbES 

SbS 

5b 

r 

14 

27 

29 

62 

73 

79 

83 

ATwi2m,CO 

exp. 

3.8 

3.1 

2.7 

3.9 

3.3 

3.0 

theory 

2.9 

3.2 

5.0 

4.2 

5.9 

3.2 

. 

U2mi( 

exp. 

1.50 

1.40 

1.26 

1.20 

1.75 

2.41 

1.74 

mis) 

theory 

1.57 

1.43 

0.47 

1.12 

0.78 

1.70 

1.36 

Note: Data from Reference [12]. 

the initial droplet diameter (d0 = 1.5 cm) was obtained by 
varying the drop diameter until the single particle momentum 
equation [7, 8] matched the experimentally observed 
trajectory [13] in the absence of wind. 

The data for the PSM were obtained from field 
measurements at Dresden and Quad-Cities Nuclear Stations 
by the Illinois Institute of Technology. Measured values of 
ambient wet-bulb and dry-bulb temperature, wind speed, 
wind direction to the canal, and initial droplet temperature 
were used as input to the model. Predictions were compared 
with measurements of the droplet return (cold) temperature at 
four positions around the spray perimeter and of the 
downwind horizontal air velocity and wet-bulb temperature 
2.0 m above the canal and 6.1 m from the nozzle along a line 
perpendicular to the canal edge. The theory was compared 
with data only for the operating spray units nearest the canal 
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Fig. 2 Location of catch pans around spray perimeter 

upwind edge, since the most upwind sprays are the only ones 
that see ambient air. Table 1 lists the experimental conditions. 
Comparisons between theoretical predictions and the data are 
given in Tables 2 and 3. In Table 2, the square or circle un­
derneath each experiment number, along with the catch pan 
number, indicates where the droplet temperature 
measurement was made. Figure 2 shows the location of the 
catch pans and the direction of the wind, £. Agreement 
between the theoretical and measured values of the droplet 
cooling range is generally within the reported experimental 
error of 0.2°C. Droplets ejected on the upwind side of the 
nozzle experience a greater amount of cooling than droplets 
ejected downwind of the nozzle. This is due to the progressive 
humidification and heating of the air flowing through the 
spray. Upwind droplets see air close to ambient conditions, 
while downwind droplets see air that has undergone sub­
stantial interaction with the spray. The data and theoretical 
predictions in Table 2 clearly indicate this trend. For ex­
periments 2 and 3a, the upwind catch pans are #2 and #3 and 
the downwind catch pans are #1 and #4. For both of these 
experiments, the sprayed water collected by pans 2 and 3 
shows a greater cooling range than the water collected by pans 
1 and 4. For experiments 5b, 5bES and 5bS, the upwind pans 
(1 and 2) also collected cooler water than the downwind pans 
(3 and 4). 

Table 3 shows comparisons between predicted and 
measured values of the change in wet-bulb temperature at a 2-
m height (A7\vMm/) of the air passing through the spray, and 
the horizontal air-velocity at a 2-m height downwind of the 
spray. Temperature and velocity measurements were obtained 
midway between the first and second sprays in a pass. A 
correlation between air-velocity and wet-bulb temperature 
may be noted in Table 3. The predicted and measured values 
of local air velocity show good agreement for the experiments 
in which the change in wet-bulb temperature is closely 
predicted (e.g., experiments 361, 362, and Sal). The ob­
servation is consistent with expected behavior. If the predicted 
air velocity is lower than the data, the predicted local wet-bulb 
temperature is expected to be higher than the data. The 
smaller the local air velocity, the less ventilation the spray 
experiences and the greater the buildup of heat and. water 
vapor in the spray domain. For experiments 5«1 and 5bES, 
predicted air velocities substantially lower than the data result 
in local wet-bulb temperatures substantially higher than the 
data. 

Although these trends exist, good agreement between data 
and predictions can be considered fortuitous in part since the 
wet-bulb temperature and wind speed data are average values 
over many hours. The fact that the droplet cooling range is 
more closely predicted is due to the relative stability of the 
ambient wet-bulb temperature for each experiment. Eighty 
percent of droplet heat transfer is due to evaporation, which 
depends upon the difference between the droplet temperature 
and the local wet-bulb temperature. Therefore, the droplet 
cooling is expected to be easier to predict if the thermal 
driving force is accurately measured. 

Parametric Studies 

The Governing Parameters. Formulation of the governing 
equations and boundary conditions for the present model in 
dimensionless form reveals the parameters which affect the 
performance of spray units. Of primary interest in sprays is 
their cooling effectiveness within the constraints of power 
requirements and mass loss due to evaporation. The 
dimensionless dependent variable Q/(m0vl/(2gc)) represents 
the ratio of the heat removed from the spray to the theoretical 
power needed to operate it. Examination of the governing 
equations and boundary conditions shows that for the general 
case of a liquid spray in atmospheric air, this ratio depends on 
seventeen parameters. For the special case of water sprays in 
atmospheric air, the Prandtl number Pr, Schmidt number 
Sc0, specific heat ratio C*, and density ratio p* are ap­
proximately constant. In addition, the diffusivity turbulent 
number is equal to the momentum turbulent number times a 
constant [7] which depends on atmospheric stability. These 
considerations reduce the number of governing parameters to 
eleven. Thus 

Q 
Q* ~ m0vl/{2gc) 

=f{B,Fr,Gr,Po,Re0,Sf,Tuma2m,Ve,as,<t>,z0*) (19) 

Of the eleven parameters given in equation (19), only five can 
be controlled by design considerations. These are: Fr, Po, 
Re0, Ve, and <f>. The power ratio Po is the ratio of the 
theoretical power input to the spray to a specified reference 
power input. The reference power input used here (10.7 kW) is 
the theoretical power required to operate a single spray of the 
PSM. Power ratio can be expressed as 

Po = [m0vl/(2gc)]/Exet (20) 

where En{ = reference theoretical spray power input. For a 
given discharge velocity v0, the power ratio distinguishes 
between sprays having different mass flow rates. The 
remaining six parameters in equation (19), B, Gr, Sf, Tummlm, 
as, and Zo depend on meteorological conditions and water 
temperature. Therefore, for optimum design we have 

Q*=f(Fr,Po,Re0,Ve,<l>) (21) 

Parametric studies of equation (21) define the optimum spray 
design. Although the number of parameters is large, such a 
study is nevertheless feasible due to the additional con­
siderations outlined below. 

The phenomenon of liquid jet breakup into droplets has 
been extensively studied. Correlations have been developed 
for the mean droplet size resulting from the breakup of jets 
issued from nozzles, many of which are given by Masters [14]. 
Considerable work has been done in the development of 
empirical correlations for the mean droplet size formed by 
centrifugal spray nozzles [14]. It is generally known that the 
velocity head exerts a major influence on the size of droplets 
produced by spray nozzles. Masters [14] suggests correlations 
of the form 

rfn=C,i/t'2 (22) 

where 

C[ and c2 are constants and 
f/=velocityheadof spray nozzle = vl/(2g) 

Soo [6] shows that for two "test" sprays, droplet diameter 
is affected by head. Little work has been done to develop 
correlations for the mean drop size of sprays formed by cone 
impact diffusers (e.g., Powered Spray Module). For the 
purposes of the present parametric studies, the authors 
developed correlations based on available information. 
Substituting the definition of velocity head H into equation 
(22) yields 
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Fig. 4 Total heat transfer for a single spray 

d0=clVo
2c2/(2gV2 (23) 

Equation (23) reveals the interrelationship between discharge 
velocity and mean droplet diameter. The dependence of d0 on 
v0 further reduces the number of independent parameters 
governing spray cooling efficiency. In particular, the 
Reynolds number and Froude number cannot be varied in­
dependently of each other, reducing the number of in­

dependent dimensionless parameters to four. Equation (21) 
can now be written 

Q*=f(Po,Re0,Ve,<i (24) 

Design Charts. A theoretical study of equation (24) was 
carried out for summer design conditions. These conditions 
are: Td0 = 51.7°C, Tdba> = 28.9°C, Twba = 25.6°C, U2ma = 
2.236 m/s (5 mph), z0 = 0.04 m (atmospheric surface layer 
over 30 cm weeds), Lmo = - 2 . 5 m (strong daytime solar 
insolation: extremely unstable air). 

Values of z0 and Lmo were obtained from [15]. The velocity 
ratio Ve = U2ma,/v0 was not held constant in this study since 
the nozzle discharge velocity v0 varied with mean droplet 
diameter. The results, therefore, are valid only for the design 
wind speed. The correlation between d0 and v0 used in this 
study was found as described in [7]. The resulting correlation 
is 

£? 0 =9.17xl0- 4 y 0 - "m (25) 

whereto is in m/s . 
Figure 3 shows the effect of mean droplet diameter (or 

Re0), power ratio Po, and discharge angle <j>, on spray cooling 
efficiency. The reference theoretical power input (10.7 kW) is 
of one unit of the PSM, representing a pump efficiency of 
76.4 percent, where pump efficiency is the ratio of theoretical 
power input to the actual power input to the pump. The chart 
does not reveal a single set of parameters giving optimum 
spray cooling efficiency, Q*. Cooling efficiency rises with 
increasing discharge angle and decreasing droplet size. 
Maximum efficiency occurs at a 90 deg (vertical) discharge 
angle for any size droplet. A droplet discharged vertically 
undergoes the largest temperature change due to maximum 
contact time with the air. Also, there is little buildup of water 
vapor or heat in the spray domain at large discharge angles 
since there is insufficient time for humidity and heat to ac­
cumulate in the narrow spray field that is formed at large 
discharge angles when there is a significant crosswind. 

At a given mean droplet diameter, cooling efficiency in­
creases with decreasing power ratio. Lower power ratios result 
in lower spray flow rates. At a given discharge angle, the 
lower the flow rate, the fewer droplets there are in the spray 
domain and the lower the rise in local wet-bulb temperature. 
Lower power ratios exhibit improved efficiency due to local 
conditions that are closer to ambient conditions. 

It is seen from Fig. 3 that the curves for a power ratio of 
0.25 for a given droplet size are higher than the Po = 0.5 
curves for the next smallest droplet size in the figure, over a 
certain range of <t>. For example, the Po = 0.25 curve for d0 

= 1.524 cm is above the Po = 0.5 curve for d0 = 1.27 cm and 
discharge angles of 45 to 64 deg. This indicates that even for 
sprays discharging large drops, there is a range of the 
governing parameters where such sprays are more effective 
dissipators of heat than sprays having smaller drops. 

An important economic consideration is the cost of a spray 
system incorporating efficient sprays versus a second system 
incorporating less efficient sprays with a higher rate of heat 
dissipation. This aspect of the optimization problem can be 
analyzed with the help of Figs. 3 and 4. 

Using the example cited above, a spray unit with a 
discharge angle of 64 deg, a droplet diameter of 1.524 cm, and 
a power ratio of 0.25 has the identical cooling efficiency of a 
unit with the same discharge angle, a drop diameter of 1.27 
cm, and a power ratio of 0.5. Although having the same 
cooling efficiency, the second unit dissipates twice as much 
heat as the first unit. For any given spray system, half as 
many units of type 2 are necessary to dissipate a given amount 
of heat as of type 1, thus greatly reducing the length of the 
spray canal and the cost of the spray system. 

The dependence of total heat transfer from a spray unit on 
the governing parameters can be seen in Fig. 4. For a given 
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power ratio, total heat transfer increases with decreasing 
droplet size. The curve for Po = 1.0 and d0 = 1.524 cm is for 
the PSM. It can be seen that the performance curve for Po = 
0.50 and d0 = 0.762 cm crosses the PSM curve at 0 = 73 deg. 
Thus, the total cooling achieved by the PSM can be obtained 
with half the PSM's power input by a spray unit producing 
drops of diameter da = 0.762 cm, which is half the droplet 
diameter of the PSM. This suggests that substantial savings in 
the power cost of operating a spray system can be realized by 
the use of this alternative spray unit design. 

The alternative design would be unacceptable were it to 
produce excessive loss of water through evaporation. Figure 5 
shows that at 0 = 73 deg, the PSM evaporation is 0.51 
percent of the sprayed water whereas evaporation is 1.25 
percent for the alternative design, which is well within the 
criteria given by Soo [6] of 2.5 percent evaporation for 
summer operation. The evaporative mass ratio me/th0 for the 
spray unit is given by 

ir Pd 

dm 
^nj(dlj-dlj) (26) 

o j=i 

where me is the evaporation rate from the spray unit. 
An additional observation on performance can be made by 

considering the curve for Po = 1.0, d0 = 1.27 cm in Fig. 4. 
This curve suggests that greater cooling can be achieved for 
the PSM for the same power input by a change in pump 
design. Using a pump that produces a larger head will result in 
smaller droplets. A nozzle discharging 1.27-cm droplets will 
increase the PSM efficiency at $ = 74 deg by about 28 per­
cent. 

Performance Charts. For sprays of fixed design, the 
number of independent parameters is reduced to six: B, Sf, 

as, z0*'• The Grashof number is not an in­
dependent parameter since it is a constant multiple of the 
Stefan number for a fixed design. The turbulence parameters 
Tumco2m, ces, and z0* are determined by the stability of the 
atmosphere and the roughness of the earth's surface. At­
mospheric stability depends on the amount of solar insolation 
and the wind speed. In the present study, the atmosphere was 
assumed to be unstable under strong solar insolation, and the 
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Fig. 6 Performance chart for PSM single spray in unstable air 

earth's surface covered with 30-cm high weeds (z0 = 0.04 m). 
For these conditions Tllmoo2m, as, and Zo* are determined by 
wind speed and are not independent of velocity ratio Ve. 
Additional performance charts may be constructed for dif­
ferent amounts of solar insolation, different atmospheric 
stabilities, and surface roughnesses. With the specification of 
atmospheric stability and surface roughness, the performance 
of a fixed design depends on Bowen ratio, Stefan number, and 
velocity ratio. 

The fixed design analyzed in this study is one unit of the 
Powered Spray Module. In Fig. 6 the spray cooling efficiency 
is plotted versus the Stefan number Sf for values of the 
velocity ratio Ve and the Bowen ratio B. The range of the 
Stefan number Sf covers the normally encountered at­
mospheric conditions and condenser discharge temperatures. 
Lower Stefan numbers reflect a greater potential for heat 
transfer due to a larger difference between the initial droplet 
temperature and the ambient wet-bulb temperature. For a 
given Stefan number, the Bowen ratio B indicates the in­
fluence of evaporation on performance. Figure 6 shows that 
at a given velocity ratio, a low Bowen ratio (high percentage 
of evaporative heat transfer) is associated with improved 
spray efficiency over a high Bowen ratio. For a given Bowen 
ratio, efficiency improves with velocity ratio over the entire 
range of Stefan number. It is interesting to note that for a 
Bowen ratio of 0.4 and a velocity ratio of 0.1, spray per­
formance is better than for a Bowen ratio of 0.7 and velocity 
ratios of 0.10 and 0.25. This shows that, contrary to the 
results obtained from both the NTU and SER models, spray 
efficiency is not solely a function of wind speed, but depends 
on the difference between the total enthalpy of the air and the 
enthalpy of saturated air at the temperature of the droplet. 
This consideration helps to explain the spread in NTU values 
in Fig. 3 of [16] between the "best fit" curve of Porter and 
Chen and their summer data. 
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A Mathematical Model for 
Ringbom Engine Operation 
The Ringbom or hybrid Stirling engine, essentially dormant for some 70 years, is 
experiencing a vigorous rebirth following recent fundamental discoveries con­
cerning its unique mode of operation. In this paper the author's earlier 
mathematical model of Ringbom engine operation is extended to include volume 
variation effects due to the displacer rod. This injects a new parameter, the rod-to-
displacer area ratio, into the theory improving its fidelity and increasing its 
predictive power. It is rigorously shown that the main theorem characterizing 
overdriven mode operation, the basic regime of stable running for hybrids, remains 
valid in the extended model and is presented here in a new form. 

Introduction 
The Ringbom engine is a Stirling engine with a free 

displacer and a crank-coupled piston. It is also often referred 
to as the hybrid Stirling engine, since it conceptually lies 
between the full kinematic Stirling and the completely free 
piston engine. Chronologically however it preceded the free 
piston Stirling, being the 1907 invention of Ossian Ringbom. 
Figure 1 is a drawing of the Ringbom engine based on his 1907 
patent [1]. Now, as then, the idea is appealing because it 
appears to offer the versatility of a shaft output engine 
without the complication of a mechanical drive for the 
displacer. However, apparently little was done with the idea 
until recently. 

Interest in the hybrid concept was revived by the pioneering 
efforts of Walker in 1970 [6], In 1980 the present author 
demonstrated the attainability of stable running with a small 
model hybrid; Fig. 2 shows a photograph of this engine and 
[4] presents full constructional details. At the same time a 
conceptual model was put forward which explained the 
operational characteristics observed, particularly the stable 
operation over a wide range of shaft speeds; the key concept 
introduced was overdriven mode operation, a mode of 
operation in which the displacer is in a sense forced to keep in 
proper phase with the piston. 

Following this an elementary isothermal linear pressure 
model was developed to quantify these concepts in an attempt 
to sharpen understanding of hybrid operation and to provide 
rudimentary design tools; these results were published in [2]. 
Interest in large-scale Ringbom engine conversions at the 
University of Calgary blossomed again in parallel with these 
developments [5,7]. 

Recently it was found that the mathematical model could be 
extended to more faithfully reflect engine pressure variation 
[3]. This paper presents in detail the development of an im­
proved version of the original theory and concludes with a 
new statement of a necessary and sufficient condition for 
stable overdriven mode operation. 

The Conceptual Model 

The mathematics of this paper models the concept of 
overdriven mode operation, which was rather thoroughly 
introduced and discussed in [2]. We therefore give only a brief 
version in this section for the sake of completeness, but adopt 
a slightly different view for the sake of those who have 
already read the earlier exposition. 

The Modified Ringbom. Ringbom's patented engine used 
rising gas pressure acting on a rather large displacer rod to lift 
the displacer from the hot to the cold end as the piston ap­
proached its inner dead center, but relied on gravity to effect 
its return [1,2]. This of course limits the potential speed of the 
engine. A spring could be fitted to augment the effect of 
gravity in seeking higher speeds, but an alternative is the use 
of gas pressure difference across the displacer rod to drive it in 
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Fig.3 Operation of the modified Ringbom engine

DISPLACER
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have very uniform (and nearly sinusoidal) piston motion.
Now if the mean cycle pressure is equal to the external
pressure, then with the piston at midstroke, the displacer will
still be held in the hot end by pressure difference. The piston
must advance beyond midstroke before this pressure dif­
ference across the displacer rod drops to zero; the point where
this occurs is at a on the crankpin circle.

As the piston passes this point, the displacer is accelerated
toward the cold end as indicated in Fig. 3(b). This is the first
transfer stroke of the Stirling cycle in which gas is displaced
from the cold to the hot end by flowing around the moving
displacer. Since the piston is near top dead center, its
movement is relatively small during the transfer. The pressure
within the machine rises because of the increase in tem­
perature of a large portion of the workspace gas.

For simplicity in our analysis, we assume that the displacer
stops instantly at the ends of its stroke. This is a reasonable
simplification since in practice the halts can be made very
rapidly and with negligible rebound when appropriate
dissipative cushions or dashpots are fitted. Continuing with

Fig.2 The author's miniature hybrid engine

both directions. This latter approach is the fruitful one, for it
not only gives the higher speeds desired, but also makes it
possible for the engine to operate in the overdriven mode
which is, as will be shown, stable steady operation over a wide
range of speeds.

This dual direction pressure drive on the displacer is quite
easy to arrange in practice. One has only to omit the small
port specified by Ringbom passing through the cylinder wall
and located just above the bottom dead center of the piston
stroke; it is plainly visible in Fig. 1.

Omitting this port forces the mean cycle pressure to be
approximately equal to the surrounding pressure because of
inevitable leakage past the piston or displacer rod seals. Thus,
the engine pressure will fluctuate above and below the ex­
ternal pressure more or less equally, producing nearly similar
driving forces on the displacer rod in each direction. By
choosing engine geometry appropriately, these driving forces
can be made large enough to render the effect of gravity
negligible, and accordingly its effect is usually totally
disregarded in typical engine analyses.

Overdriven Mode Operation. Overdriven mode operation
o~ the modified Ringbom is illustrated in Fig. 3. We begin in
FIg. 3(a) with the displacer in the hot end of its cylinder and
the crankshaft rotating and bringing the piston inward on the
compression stroke. We assume a heavy flywheel and hence

____ Nomenclature

A cross-sectional area of
displacer VD volume of dead space

A p cross-sectional area of piston TE temperature of working fluid M D mass of displacer assembly

A R cross-sectional area of in the expansion space w angular velocity of crankshaft

displacer rod Tc temperature of working fluid K [Apcp(l- 7- p)]!

L p amplitude of piston motion = in compression space [MDL(1 + 7- p + KA+ 0-)]

1/2 piston stroke TD temperature of working fluid to w - 1 arcsin ((3 - 1)

L maximum amplitude of in the dead space 7 Tc/TE

displacer motion 1/2 P instantaneous pressure of the 7' TclTD

maximum displacer stroke working fluid A LplL

Xp piston position at time t Pc cycle pressure at midstroke of K ApiA

XD displacer position at time t piston and displacer 0- 7' VDIAL

Ve instantaneous volume of tip P-Pc> pressure difference p ARIA

expansion space across displacer rod 'Y Yk/w

Vc instantaneous volume of R gas constant of working fluid (3 (AK)/(I- 7- p)

compression space M mass of working fluid X J(32 - 1
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Table 1 Modeling Assumptions 

(0 Each of the three spaces within the engine is isothermal in space 
and time. 

(;'/) Instantaneous pressure is spatially constant. 
(Hi) The working fluid is an ideal gas. 
(in) The mass of working fluid in the engine is constant, 
(v) External gas pressure is constant and equal to internal midstroke 

pressure. 
(vi) Displacer motion is physically limited by totally rigid stops. 

(vii) Other than that provided by the stops, the only force acting on 
the displacer is that due internal and external pressure difference 
across the displacer rod. 

(viii) Displacer collisions are totally inelastic. 
(ix) Piston motion is sinusoidal. 

the displacer fully into the cold end and at rest, the piston is 
rapidly moving outward as shown in Fig. 3(c). This is the 
expansion stroke. 

As the piston passes midstroke and continues toward its 
bottom dead center position, gas pressure within the engine 
falls below the outside pressure; this occurs just after the 
crankpin passes point b in Fig. 3(d). The displacer is driven 
back to the hot end, effecting the return transfer stroke and 
returning the machine to its initial state. 

An important point to note in this description is that the 
displacer completed its full stroke before the piston had 
moved enough to change the gas pressure bias to drive the 
displacer back. This condition is the essence of the overdriven 
mode concept. Overdriven mode operation is operation in 
which the displacer contacts its physical travel limits before 
the gas pressure difference across its rod changes sign to 
oppose the motion. 

Stable Steady-State Operation. A little thought will reveal 
that overdriven mode operation as defined above is in fact 
also steady-state operation, which is stable with respect to 
shaft speed. Overdriven mode operation implies the existence 
of dwell periods following unidirection displacer motions as 
illustrated in Fig. 4. These dwells are not due to mere trun­
cation of motion; the displacer is physically stopped while 
under a nonnegative acceleration with respect to its direction 
of motion. At all speeds below the limiting one, after the 
displacer comes to rest, a positive time interval must pass 
before the gas pressure difference across the displacer rod 
reverses sense and the displacer begins to move the other way. 
This ensures that the displacer is driven exactly the same way 
and in the same relation to the piston from cycle to cycle. 
Thus, with a constant crankshaft speed, displacer phasing is 
constant; hence, the overdriven mode is steady-state 
operation. 

Overdriven mode operation is also stable operation. The 
main result of the mathematical analysis below will clearly 
show this. For the present, however, intuition will suggest that 
the displacer motion will adjust to changes in crankshaft 
speed primarily by changing the length of its dwell periods. 
The sequence of graphs in Fig. 5 illustrates this as piston 
period decreases. In the last graph the overdriven speed limit 
has been reached with zero length dwell segments; just beyond 
this speed, engine operation becomes irregular. 

The Mathematical Model 

Modeling Assumptions. We shall assume the engine 
configuration shown in Fig. 6. The modeling assumptions we 
adopt are summarized in Table 1 and will be discussed as we 
proceed. As usual the assumptions represent a compromise 
between reality and mathematical tractibility. Most of the 
assumptions here are typically made in first order level 
Stirling engine analyses and appear to capture the major 
features of the real machine. Recent comparisons with higher-
order analyses and actual engine performance indicate a 
surprisingly high degree of predictability for this model [5]. 
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However, one must always keep in mind the limitations 
imposed by one's assumptions. The mathematical model 
given below in its developed form was primarily inspired by 
the wish to know the dimensionless groups which determine 
the basic behavior of Ringbom engines, and the desire for 
some basic understanding of the conditions under which 
stable overdriven mode operation occurs. These are the only 
claims made for the model described here. As will be seen, 
only two groups, 7 and x, determine Ringbom engine 
behavior, and an easily applied theorem giving necessary and 
sufficient conditions for overdriven mode operation is 
presented. 

Isothermal Spaces. Following established parlance, the 
volume swept by the displacer on its hot side is called the 
expansion space. Primarily for mathematical manageability, 
our model is one in which the expansion space is isothermal 
(assumption (/)). We take all gas in this space to be at the 
constant temperature TE. Piston and displacer position, xP 

and xD respectively, are measured from their midstroke 
position with the positive direction inward as indicated in Fig. 
6. With this convention, the instantaneous expansion space 
volume is given by 

Ve=A{L-xD) (1) 

The compression space consists of the volume above and 
swept by the piston plus the volume swept by the cool face of 
the displacer. All gas in this space is assumed to be at the 
temperature Tc. The instantaneous compression space volume 
is 

Vc={A-AR){L+xD)+AP{.LP-xP) (2) 

in which the volume variation due to the displacer rod has 
been included (cf. [2]). 

Not shown in Fig. 6 is the dead space which consists of all 
volume within the engine not swept by the piston or the 
displacer. This includes for example the space around the 
displacer, the volume in the connecting passage between the 
two cylinders, etc. For simplicity we consider all dead space as 
one volume VD at a constant temperature TD. TD can usually 
safely be taken as the mean of TE and Tc. 

Applying the ideal gas law to the expansion, compression, 
and dead spaces, we obtain the following expression for the 
total mass of the working gas 

RTE RTC RTD 

Note that the pressure p is the same in each space by 
assumption (/'/) from which it follows that 

P=MR(^ + ^ + V' 
\ 1 p 1 r r (3) 

Substituting equations (1) and (2) into (3), and making use of 
our nomenclature, we get p explicitly as a function of xD and 
xP 

MRTC 

A(l - T - p ) x D - A P X p + A L ( l + T-P + \K+O) 

=p(xD,xP) 

Of course only the case where 

1 - T - p X ) 

is of interest to us, since other machines have rods too large 
relative to the temperature ratio to function as Ringbom 
engines. 

Linear Pressure Function. The pressure difference across 
the displacer rod is by assumption (u) 

&P =P ~Pc =P(xD,xP) -p(0,0) 

In order to make the analysis more yielding, we shall replace 

the above expression for Ap by its best linear approximation 
at (0,0). We find 

dp_ 

dxD 

and 

where 

(0,0) 

dp_ 

dxP 

= - C 0 ( l - T - p ) 

(0,0) 
= C0K 

Q> = 
MRTr (41 

A L 2 ( 1 + 7 - P + \K+<T)2 V ' 

Henceforth we shall regard Ap as given by its linear ap­
proximation at (0,0), that is 

Ap(xD,xP) = - C0(l - T-p)xD + C0KXP (5) 

where C0 is the constant given by equation (4). 

Displacer Motion. In keeping with the goal of a model 
clear enough to provide a genuine understanding of over­
driven mode operation with a minimum of obscuring details, 
we adopt assumption (vii). Thus viscous forces on the 
displacer are ignored, and we do not take up the case where 
external springs or dampers are arranged to act on the 
displacer. The only force acting on the displacer when not 
held against one of its stops is 

ARAp(xD,Xp) 

Accordingly, the prevailing differential equation is 

xD=-(AR/MD)Ap(xD,xP) (6) 

where MD is the mass of the displacer assembly. From 
equation (5), (6) becomes 

xD-KxD=-K 

where K is the constant given by 

1 — T— p 
Xp 

MD 

(7) 

(8) 

Our final assumption is sinusoidal piston motion 

xP=LP sin oit (9) 

This is quite close to actual practice where relatively heavy 
flywheels and long connecting rods are usually used. With 
equation (9) the differential equation (7) describing the 
motion of the displacer assumes a familiar form: 

xD—KxD= —K- -LP sin oit (10) 
1 — T— p 

The general solution of (10) can be written as 

xD = aexp(}fKt) + 6exp( - -jKf) + =- sin wt (11) 
1—T—pK+w 

where a and b are constants depending upon initial con­
ditions. 

Analytic Statement of Overdriven Mode Operation. 
Equation (6) applies only when the displacer is not being held 
against one of its stops, for if the displacer is being so held, 
then the stop is applying a balancing force which was not 
included. Thus solution (11) applies only to individual in­
tervals of displacer motion; in general the constants a and b in 
(11) change from one interval of motion to the next. 

With the displacer initially in its full inward position, i.e., 
xD=L, and the piston at midstroke, i.e., xP=0 (or / = 0), the 
displacer is held in this position because from (5) 

Ap(L,0) = - C0(1 - T -p )L < 0 

that is, the external pressure exceeds the internal. Equation (6) 
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Fig. 7 Graph ol piston and displacer motions in an overdriven 
Ringbom 

will not apply until Ap diminishes to zero as the piston moves 
inward. We find that 

1 . 1 - r - p 
t0= - arcsin — 

01 KK 
(12) 

is the point where Ap = 0 when xD =L. One should note that 
the inequality 

1 
\K 

< 1 (13) 

must be satisfied in order to initiate displacer motion. 
The point t0 is shown in Fig. 7 where the lower curve is 

piston position and the upper curve displacer position as 
functions of time. The dashed horizontal line depicts the 
innermost possible position of the displacer and hence the 
vertical distance from the upper curve to the line is propor­
tional to the expansion or hot space. The vertical distance 
between the two curves represents the compression or cold 
space volume. 

Figure 7 depicts the displacer completing its full allowed 
travel, from resting position L at time t0 to resting position 
- L at time tlt in an elapsed time t{ -t0, which is less than 
TT/U, the half-period of the piston motion. If this does in fact 
occur, then the return travel of the displacer will be identical 
because of the symmetry of the Ap function given by equation 
(5) (in the actual case the symmetry is close enough for the 
return to be practically the same). Thus steady-state over­
driven motion occurs at a given shaft speed to if the initial 
elapsed time is less than TT/W. We have thus arrived at the 
following criteria for overdriven mode operation: 

Overdriven mode operation occurs at the shaft speed co 
if and only if from xD=L and xD-0 at t = t0 the 
displacer reaches xD = - L at a time t = t{ < r0 + TT/CO. 

Now the initial conditions xD=L and xD — 0 when t = t0 yield 
the following particular version of displacer motion equation 
(H) 

XD = ~~T ( 2 ( ] - 7X)exp(Vff(f-10)) K+t. 

1 
(1 + 7x)exp( - V*(f -10)) + Py2 sin J) (14) 

where 

y= —,&=-. , 
CO l—T—p 

andx = J(32-l 

This leads to a simpler analytic statement of the above 
overdriven mode condition: 

Lemma 1 Overdriven mode operation occurs if and 

only if xD given by equation (14) assumes the value —L 
for a value of t in the interval (t0,tQ + ir/u\. 

Lemma 1 provides an analytic test for overdriven mode 
operation. Let xD= -L in equation (14) and solve for t, 
numerically of course. If the solution lies within the interval 
specified in Lemma 1, then the engine will run in steady 
overdriven mode operation. If there is no solution in the 
interval it will not run in the overdriven mode. 

The result however does not supply a great deal of insight. 
Of course some insight is usually lost whenever a numerical 
solution of a crucial equation must be accepted. The complex 
form of equation (14) also precludes gaining much in­
formation directly. Nor does the result identify the in­
dependent dimensionless parameters determining overdriven 
mode operation; it does however narrow down the field of 
possibilities. 

The Main Result. It is possible to show, by entirely 
elementary means, that the right-hand side of (14) considered 
as a function of t is decreasing on the interval / = [f0, t0 + ir/co] 
if 7X>1- The demonstration is purely mathematical and 
completely independent of the object being modeled; we 
consider (14) as a mathematical function only, temporarily 
separated from the fact that it describes displacer position 
during a subinterval of/. 

Therefore the statement that the equation xD(t) = -L has a 
solution in the interval / is equivalent to the statement that xD 

has a value not more than —L at the right endpoint of /, given 
the facts that the function xD is continuous on the interval and 
has a positive value at the left end. Moreover, the inequality 

xD(t0 + ir/o))< -L 

can be reduced to a particularly simple form 

7X + 1 ^ (7X - l)exp(ir7) (15) 

This gives us the following result: 

Lemma 2 If 7x > 1, then overdriven mode operation 
occurs if and only if inequality (15) holds. 

Lemma 2 is very close to our main result; it only requires 
logical paring of the antecedent. Suppose that for a given set 
of parameters we find that 7x s 1. Then 1 - 7x s 0 of course so 
that by examining equation (14) we see that 

Leo2 
Xr>(t)> „ , 2g72sincof 

K + u 
(16) 

for all t in the interval of displacer motion. If the engine is 
operating in the overdriven mode, thenxD(tx)= ~L for some 
tx in the interval (t0, t0 + ir/u] by lemma 1. Thus (16) would 

g W e Leo2
 2 

-L=xD{tx)>-^—5-/?72 sinco/( K+i 
(17) 

But 0 < t0 < 7r/2co so that 

sin wt{ > sin co(/0 + 7r/co) = - sin atf0 = -
1 

Thus (17) implies 

- L > -
Lco2 

- " ( - * ) - 1 + 7 2 

which is absurd since L is positive. This demonstrates the 
following: 

Lemma 3 If overdriven mode operation occurs, then 
7X>1. 

Finally, we make the purely mathematical and trivial ob­
servation that inequality (15) implies 7x> 1 • This implication, 
together with lemmas 2 and 3 yield our main result that 
overdriven mode operation is logically equivalent to 
inequality (15) 
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Fig. 8 The region of overdriven mode operation in the y-x plane 

Theorem A Ringbom engine operates in the over­
driven mode if and only if 7x + 1 < (7X - 1) exp (177). 

Using the definitions of the hyperbolic functions the 
inequality in the theorem can be rewritten in the following 
way 

Corollary A Ringbom engine operates in the over­
driven mode if and only if 7X sinh (^7) - cosh (iry) > 1. 

This is the form of the main result given in [2]. 

Conclusion 

By the theorem above, only two dimensionless products, 7 
and x, determine the operating mode of the Ringbom engine. 
This makes the result very practical as a preliminary design 
tool or as a quick check of stability for new operating con­
ditions or a hardware modification; only a simple hand-held 
calculator is required. Furthermore, because only two 
variables are involved, the condition for overdriven mode 
operation can be represented by a region in the 7-x plane. 
This region is shown in Fig. 8. The boundary curve of course 
has equation 

_ 1 e17 + 1 
X ~ 7 e^ - 1 

If a given engine geometry with given temperatures and shaft 
speed has its point (x,7) lying within the shaded region or on 
the boundary curve, then it is operating in the overdriven 
mode. If the point lies outside the region, then it is not run­
ning in the overdriven mode. 

The most universal value of this model, however, is the 
insight it gives. By examining the form of x and 7 one can 
predict important general effects resulting from variable 
changes, e.g., increasing displacer rod diameter, or decreasing 
displacer stroke increases the overdriven speed range to a 
higher value. Reference [3] provides more examples of a less 
trivial nature. As a final example here, we point out how 
easily the stability of overdriven Ringboms can be deduced. 
From Fig. 8 it is clear that if an engine runs in the overdriven 
mode at some speed co, then it will run overdriven at all lower 
speeds, since decreasing only u> increases 7 and leaves x un­
changed and thus the new (x,7> point lies in the shaded 
region. 
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On Prediction of Off-Design 
Multistage Turbine Pressures 
by Stodola's Ellipse1 

The variation of extraction pressures with flow to the following stage for high 
backpressure, multistage turbine designs is highly nonlinear in typical cogeneration 
applications where the turbine nozzles are not choked. Consequently, the linear 
method based on Constant Flow Coefficient, which is applicable for uncontrolled 
expansion with high vacuum exhaust, as is common in utility power cycles, cannot 
be used to predict extraction pressures at off-design loads. The paper presents 
schematic examples and brief descriptions of cogeneration designs, with 
background and theoretical derivation of a more generalized "nozzle analogy" 
which is applicable in these cases. This method is known as the Law of the Ellipse. It 
was originally developed experimentally by Stodola and published in English in 
1927. The paper shows that the Constant Flow Coefficient method is really a special 
case of the more generalized Law of the Ellipse. Graphic interpretation of the Law 
of the Ellipse for controlled and uncontrolled expansions, and variations for sonic 
choking and reduced number of stages (including single stage) are presented. The 
derived relations are given in computer codable form, and methods of solution 
integral with overall heat balance iteration schemes are suggested, with successful 
practical experience. The pressures predicted by the relations compare favorably 
with manufacturers' data on four high-backpressure, cogeneration cycle turbines 
and three large utility low-pressure ends. 

Introduction 
In power plant cycle analysis of predesigned or existing 

equipment systems, using high-speed digital computer heat-
and-mass-balance codes, the determination of turbine ex­
traction pressures at various off-design stage flows is ex­
tremely important. Such pressures directly affect the thermal 
balance around each heater, and iteratively establish the cycle 
flows for each final solution. It is important that the 
manufacturer's design pressures be matched as closely as 
possible, and, in flow deviations away from design or 
predicted loads, that a correct and consistent set of pressure-
flow relations be followed. 

There are many times during design of a power plant, and 
after commencement of commercial operation, when an 
owner or engineer needs to explore off-design and/or ab­
normal conditions between and beyond the normal data 
provided by the manufacturer. Heaters out of service or 
degraded in performance, emergency bypass of turbine 
generators after a load-trip, steady-state extremes for tran­
sient system analyses, economic effect of possible cycle 
modification alternatives, and matching of test data in plant 
performance diagnoses are but a few occasions where ac­
curate exploratory heat balance analysis is necessary. 
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The ability to accomplish this work expeditiously has been 
greatly enhanced in the last few years by the availability of 
generalized heat-and-mass-balance codes by independent 
software firms, e.g., SYNTHA, PEPSE, and THERM. With 
these codes, using the basic "thermal-kit" data provided by 
the manufacturer, the owner or engineer can interpolate 
and/or extrapolate from the normal load points to determine 
with reasonable accuracy the two essential unknowns for off-
design performance: (1) bowl and shell pressures, and (2) 
turbine group efficiencies. To accomplish this, the codes 
provide consistent but limited sets of rules, the most common 
of which is that of [1]. 

Another phase of power plant design where the pressure 
and efficiency "rules" become even more important is that of 
early, conceptual cycle design work before selection of a 
turbine manufacturer. The economic optimization of a 
conceptual cycle must conform to reasonable and correct 
design and off-design criteria, so that the desired operating 
range may be readily achieved by prospective turbine-
generator and heat transfer equipment suppliers. 

The purpose herein is to describe and derive general 
relations for determining bowl and shell pressures in con­
trolled and uncontrolled turbine expansions, including in­
dividual stage choking effects. These relations are based on an 
extensive research of the literature. Their exposition is 
theoretical rather than empirical, but design and off-design 
data provided by turbine manufacturers is presented for 
practical comparison. It is hoped that this work may enhance 
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industry theoretical and practical understanding in these 
areas. 

Theoretical Bases 

One of the most useful of engineering parameters in turbine 
design work is known as the mass flow coefficient, 

W W<T 
(1) o r 4>T = 

Whereas the volume form of this parameter is generally 
correct for all compressible fluids, the temperature form on 
the right is applicable only when the perfect gas law Pv = RT 
can be assumed to apply. Either parameter is an index of total 
mass flow entering the nozzle throat of an expansion, ac­
cording to relations for compressible, isentropic flow in a 
single nozzle, from [2]: 

A 
1 

12 m^-^) 
<f>T 

A 

2GJcn 

R 
(rk -r k ) k 

(2) 

(3) 

The mass flow coefficient </> should not be confused with the 
closely related nozzle flow coefficient, which accounts for the 
reduction in effective flow area due to nonuniform velocity 
profile, as with boundary layer buildup at low flow and 
Reynolds number. 

It will be noted that as long as the effective flow area 
remains fixed, flow coefficient is a constant times the radical 
on the right, which is a function of the outlet pressure ratio r 
across the nozzle. The r function maximizes at a pressure ratio 

'* = ( — ) ^ 
\k+l/ . (4) 

Thereafter, for lower outlet pressure ratios, which can be 
caused either by higher inlet or lower outlet pressure, the flow 
coefficient is truly constant, unless the effective area changes, 
and the nozzle is said to be "choked." Under choked con­
ditions the acoustic velocity for the flowing fluid exists in the 
nozzle throat (whether or not the flow is isentropic), and 
decreases in outlet pressure cannot be sensed upstream. 
Downstream of the choked throat, expansion to lower 
backpressures will occur through an expansion wave in 
supersonic flow, which may be followed by one or more 
compression shocks. 

The row-by-row turbine performance calculation method 
generally follows the theory for a single nozzle as in equations 
(l)-(4). Another method, known as the stage-group method, 
features the idea of the "nozzle analogy." In such an analogy, 
entire groups of turbine stages are treated as if they were 
single nozzles. This concept is the predominant subject of the 
remaining theoretical discussions in this paper. Prior to 
embarking on these discussions, however, a review of 
practical multistage turbine designs is in order. 

Uncontrolled Versus Controlled Expansion 

A schematic example of the typical utility power un­
controlled expansion to high vacuum is shown in Fig. 1. 
Downstream of the throttle, the entire expansion is charac­
terized by fixed flow areas, inasmuch as the reheat stop valve 
(RSV) and intercept valve (IV) are designed to remain fully 
open during all normal operating modes. This is in contrast to 
the throttle, which is designed to modulate at all loads below 
absolute maximum throttle flow, in order (in U.S. systems) to 
maintain constant pressure at boiler outlet. 

The numbered dots in Fig. 1 represent locations of bowl 
and shell pressures at significant points in the turbine ex­
pansion. The term "bowl" refers to the average inlet total 
pressure upstream of a nozzle or stationary blade row, usually 
at an extraction point. The term "shell" refers to outlet static 
pressure immediately downstream at the pitch diameter of 

Nomenclature 

A = nozzle effective throat 
area, ft2 

a = effective critical pressure 
ratio for group, 
outlet/inlet 

B = backpressure (exit static 
pressure), psia 

cp = specific heat at constant 
pressure, BTU/lb-R 

D = parameter grouping for 
acoustic formulation 

G = gravitational constant, 
4.1698 x 108ft/hr2 

g = gravitational constant, 
32.174 ft/s2 

J = mechanical equivalent of 
heat, 778.17 ft lb/BTU 

K = proportionality constant 
for Stodola's ellipse 

k = isentropic expansion 
exponent 

n = number of pressure 
stages in group 

P = inlet total pressure to the 
first stage nozzle of 
group, psia 

R = gas constant, ft/R 
r = nozzle pressure ratio, 

outlet/inlet 

r* = nozzle critical pressure 
ratio, outlet/inlet 

T = absolute temperature, R 
U = blade speed at pitch 

diameter, ft/s 
V — absolute velocity, ft/s 
v = specific volume, ft3 /lb 

VWO = valves wide open 
W = mass flow, lb/hr 
w = relative velocity, ft/s 
X = the ratio B/P for 

multistage group 
Y = Stodola constant in 

formulation 
Z = surrogate variable in 

acoustic derivation (for 
X) 

I)ST = turbine total to static 
efficiency 

£ = pressure ratio factor in 
acoustic formulation 

P = reaction, fraction of 
stage head expanded in 
rotor 

* = ratio of mass flow 
coefficient to that at 
choking 

4> = mass flow coefficient, 
volume form, in.-ft3/2/hr 

<j>T = mass flow coefficient, 
temperature form, 
in.2-R1/2/hr 

A = stack shift, difference in 
relative design flow ratio 
b e t w e e n a d j a c e n t 
multistage groups at any 
given load 

Conditional Subscripts and Superscripts 

av = average 
D = design 

/ = any multistage group 
s = volume form (P); ac­

cording to Stodola 
(W/A) 

t = temperature form (P); 
true {W/A); throat 
choking (B) 

x = extraction 
1,2,3 . . = specific mul t i s t age 

group, or stage in group 
0,1,2 = inlet, after stator, after 

rotor 
* = value at choking (throat 

Mach number unity) 
n = nth stage, counting 

upstream from exit 
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the last stage exit from a given group. The shell pressures are 
usually taken as true extraction pressures, although there may 
be a significant radial vortex pressure differential at the exit 
of a given stage or group, particularly at far off-design loads, 
and account must be taken for pressure losses at exit from the 
turbine shell, if significant, and in the extraction piping. 

Controlled Expansion. A simplified controlled expansion 
arrangement typical of a recent cogeneration application is 
shown in Fig. 2. The expansion is broken up into several 
separately controlled segments, each preceded by variable 
flow area control devices represented as valves A, C, and F. 
The backpressures at the end of each segment, at points B, D, 
and J, are held constant at high levels to meet the owner's 
process steam requirements. These backpressures must 
remain constant at all flows. As the process steam demand 
increases at point B, for example, valve C will automatically 
close to restore the pressure in the header. This reduces flow 
in the following segment. Theoretically, such increased 
demand at point B could proceed until the flow to the 
downstream segment reached zero. In practice, maximum 
limits are placed on process steam demand from the turbine at 
each controlled extraction, with emergency "letdown" as at 
valve K, if necessary to maintain header pressure, in order to 
avoid damage to downstream turbine and boiler components 
by reduced flow. 

Controlled extractions may be integral with the turbine 
casing as at point B, or between turbine casings as at point D, 
with pressure control at E. The extraction and backpressure 
control devices at C, E, and F are most efficiently designed as 
sequential valve steam chests with variable admission control 
stages to reduce throttling, but various simpler and less ex­
pensive devices, equivalent to the single throttle valves shown 
in the figure, are also commonly used. 

THROTTLE 

Uncontrolled extractions for feedwater heating are usually 
included in the design as at G and H. The controlled back­
pressure segment between F and / is typical of pressure 
modeling on any uncontrolled (fixed flow area) segment in the 
cycle, and is therefore the example for derivations in 
theoretical sections to follow. 

Constant Flow Coefficient for Uncontrolled Expansions. 
For the system shown in Fig. 1 it has long been recognized [3], 
[4] that at any point /' in the expansion downstream of the 
throttle, the bowl pressures are related to the mass flow en­
tering the immediate nozzle throat by the relation 

* / = 
W, 

= constant. (5) 

Fig. 1 Uncontrolled multistage expansion to high vacuum 

This is empirically known to be true for uncontrolled 
multistage expansion to high vacuum, regardless of the fact 
that stages upstream of the very last stage are seldom, if ever, 
acoustically choked, even at maximum design flow. Figure 3 
is a plot of bowl pressures for four utility power turbine-
generator units by major manufacturers of this equipment, 
showing that all bowl pressures are linear with W^v, which is 
the implication of equation (5). 

The term "relative design flow index" refers to the ratio of 
W1 v to its value at the design point, taken as the valves-wide-
open (VWO), 5 percent overpressure condition. Each 
"position ray" has its own reference design value and the 
abscissa plots for a given load shift from ray to ray as shown 
in Fig 3. This shifting phenomenon will be termed "stack 
shift." 

The W^v index and its temperature form counterpart, 
W\Tf/WD\fTD have roughly the same numerical values as 
W/WD at any given part load point. Pressures are almost 
directly linear with flow, therefore, in designs of this type, 
and the use of the temperature form of the equation in­
troduces but a small error depending on the region of steam 
properties traversed. 

The points in Fig. 3 have been scaled for display from their 
actual values to pressures for corresponding positions for the 
607.2 MWe unit, so that it appears that each manufacturer 
designed the same unit. This is valid procedure only if the 
relations are linear. The small scatter of the points can be 
attributed in most cases to round-off error, or possible errors 
in transposing manufacturers' heat balance data. 

There are two significant issues which are apparent from 
the linear multistage pressure relations shown in Fig 3. The 
first is that, regardless of pressure ratio, the flow coefficient is 
constant, and bowl pressures are independent of intermediate 
backpressures, even though the individual stages are not 

EXCESS FLOW TO CONDENSING T/G UNIT 
AT 550 PSIA THROTTLE PRESSURE 

•CONTROLLED 
(AUTOMATIC) 
EXTRACTIONS 

TO PROCESS 
(VARIABLE DEMAND) 

UNCONTROLLED | # 
66 PSIA FIXED 

BACKPRESSURE 

Fig. 2 Controlled expansion cogeneration schematic 
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Fig. 3 Constant flow coefficient design comparison (uncontrolled 
extractions) 

acoustically choked. The second is that such linear relations, 
passing through the graph origin, could not be valid for 
controlled expansions like Fig. 2 or, for that matter, any 
variable flow expansion to fixed high backpressure, as in­
dicated schematically by the dashed "cogen" curve in Fig 3. 
These two issues are resolved in the paragraphs to follow. 

Law of the Ellipse for Many Stages 

Consider the multistage turbine expansion segment with 
several uncontrolled extraction groups as shown in Fig. 4, 
where the final backpressure is some fixed value. For any 
extraction group / where / is 1, 2, or 3, as in the figure, a 
nozzle analogy may be developed which treats each entire 
group expansion as if it were a single nozzle. This analogy is 
known as Stodola's Ellipse [5, 6], and states that 

y « J l m (6) 

This proportionality is mathematically valid only for an 
infinite number of pressure stages, but it is empirically valid 
down to as few as eight 50-percent reaction stages, as 
determined by Stodola using an eight-stage laboratory turbine 
at the Polytechnicum in Zurich early in this century. The 
assumption is that all nozzle flow areas remain constant. The 
calculation of the bowl pressure on the variable admission 
control stage is therefore not included, although the relations 
for single stage to be developed later in this paper could be 
used on each admission arc segment bowl, if the individual 
VWO design flows and bowl pressures are known. 

Since the limit of the right-hand radical in relation (6) is 
unity as the backpressure approaches zero, the propor­
tionality explains why the flow coefficient is constant in the 
multistage expansions to high vacuum previously discussed. 
In the multistage groups of Figs. 1 and 3, the backpressure of 
each succeeding group "floats" on the"stacked" downstream 
backpressures, culminating in vacuum, so that the radical in 
relation (6) approaches unity when the ratio B,7P, becomes 
very small, which is effectively the case for each cumulative 
stack of groups relative to the high-vacuum exhaust. The 
resulting constant flow coefficient condition implies that the 
pressure ratio for each individual stage does not change 
appreciably with flow for a large number of stages with low 

IMPULSE 
CHAMBER 

STACKED FULL ADMISSION STAGE GROUPS 

Fig. 4 Pressure-flow arrangement, multistage segment 

backpressure. A constant value of r is, of course, the only way 
flow coefficient can be constant in equations (2) and (3) other 
than by choking. 

The development of the proportionality into the familiar 
elliptical equation, with semimajor axis unity, is shown in Fig. 
5 from [7]. Some observers have said that the elliptical 
relation holds down to some outlet pressure ratio B,/P, well 
below the single nozzle choking value of about 0.5, below 
which the curve is flat. It is more precise to say the relation 
applies mathematically for an infinite number of stages, so 
that choking never occurs, and the ellipse holds infinitesimally 
close to zero B/P. The progressive reduction in overall 
choking pressure ratio with increasing numbers of choked, 
cascaded nozzles is indicated in Fig. 5, which illustrates how 
the "flat" disappears for a large number of stages. 
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Fig. 5 Stodola's ellipse for infinite number of stages (unchoked) 

Derivation of Codable Equations. The proportionality in 
(6) can be restated as 

<t>iD 

ym 
(—Y 
V Pin I 

(7) 

where the subscript D refers to the "design set" of the four 
variables W, P, v, and B, for the volume form of the flow 
coefficient, or W, P, T, and B for the temperature form. This 
set is determined from any known load where all flows and 
pressures in each group are established in relation to each 
other "by design." In the initial cycle design, this is usually 
the most efficient operating condition where the pressures of 
all extractions are set to give nearly equal feedwater tem­
perature rise. For conventional utility cycles this is usually 
near the maximum flow condition, but in cogeneration cycles 
the "design load" may be as low as 50 percent of maximum. 

By algebraic rearrangement and reduction of equation (7) 
the following results 

P,= -
B, 

or 

where 

B^Pi^Y^Wio, 

Yin = • 
PiD2<t>iD 

(8a) 

(86) 

(9) 

The "Stodola constant," YiD, is fixed for all loads. The flow 
coefficient <£,• and <j>iD may be either of the forms in equation 
(1) and is the same as that used in most programs based on 
constant flow coefficient, which should facilitate computer 
application of these relations. 

Equation (8a) permits solving for the group inlet pressures 
"backwards," starting with the known fixed backpressure Bl, 
in Fig. 4, and working upstream. 

For each iteratively established set of flows Wu W2, and 
Wi, for the uncontrolled segment, a new set of pressures P{, 
P2, and P3 can be calculated for the next iteration. 

Equation (8a) is, of course, not explicit since $, contains P,. 
Further reduction is necessary depending upon the form of 
flow coefficient. For the "volume" form, a quadratic 
equation, 

Pf-WiHtYioPi-B^O 
results, so that 

(10) 

WORK 
A h 0 V2 

LEAVING 
VELOCITY 

w 2 

Z2^ ROTOR 

NEXTGRP1STSTG 
{ZERO RECOVERY) INLET | V0 

Fig. 6 Group last stage pressure-velocity relations 

Pi = 
Wi 2Vj YiD + V T ^ V V + W 

(11) 

In using the quadratic formula to derive equation (11), the 
sign before the radical must be positive, because a negative 
sign will always give a negative pressure (squared first term 
under the radical). 

For the "temperature" form of flow coefficient the 
derivation is much simpler, resulting in 

Pi=^/Wi
2TiYiD+Bi (12) 

The temperature form of flow coefficient always seems to 
result in much simpler algebraic formulations and has been 
recommended by Brown Boveri Corporation and Siemens-
Allis, Inc. as sufficiently accurate for superheated steam. 

Solving the group inlet pressures backward as in Fig. 4 and 
equations (8a), (11), and (12), is usually necessary during 
some part of the cycle analysis, but is the reverse of the 
iterative progression in some heat balance codes. The form in 
equation (8b) allows solving "forward" for progressive 
backpressures, working downstream in each segment, starting 
with an assumed value for P 3 in Fig. 4. Simple reductions 
result for each form of flow coefficient. For the volume form 

B,=P,J1 
P, 

Y,D< (13) 

and for the temperature form, 

B, = yfP7=W?T)Y^ . (14) 

Equations (11)—(14) have been successfully used by Syntha 
Corporation in converging on multiple controlled-segment 
cycles. 

Total and Static Pressures. The h-s plot in Fig. 4 shows that 
these relations assume that the leaving velocity from the last 
stage of each group is completely dissipated (zero recovery), 
in order that the exit static pressure from each group is the 
same as the inlet total pressure to the next group as shown in 
Fig. 6. This will cause no error if the upstream group ef­
ficiency is properly adjusted to account for any velocity 
recovery (carryover). In further work using dynamic 
similarity relations to determine leaving energy, it is planned 
to refine this approach. 

Graphic Visualization (Unchoked). Figure 7 shows a 
graphic visualization of pressure-flow variations according to 
the foregoing relations for three stacked multistage groups as 
in Fig. 4. The curves are for an imaginary design wherein the 
pressure is linear with flow when acoustically choked, as 
defined at equations (2), (3), and (4). An example of such a 
design would be a turbine expanding a perfect gas at constant 
inlet temperature over the entire load range. 
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Fig. 7 Graphic visualization pressure versus flow (unchoked) 

For high backpressure, the pressure relations are curves 
intersecting rays from the origin at an angle as shown at point 
Pw. As the backpressure is decreased, and point Bt moves 
downward along the ordinate, the pressure curves stretch 
until curve P, is tangent to the ray at Pw, then the curve lies 
along the ray as point A moves down the ray toward the 
origin. Point A is where the curve significantly departs from 
the ray. Between points A and Pw the radical in equation (6) 
is very nearly unity, and the pressure acts as if the flow in the 
group were acoustically choked (flow coefficient constant). 
This is the condition of all groups plotted in Fig. 3. 

It will be noted that the slope of all curves is zero at zero 
flow, as the derivative of pressure with respect to flow, at zero 
flow, in equations (11) and (12) would indicate. 

The design flow ratio can be different for each group at any 
given load between zero and 1.0. The difference between 
Wj/WiD for adjacent group pressure curves for a given load is 
termed stack shift. For standard utility power designs as in 
Fig. 3, the normal design stack shift is usually less than 6 
percent, but for variable abnormal operating conditions, such 
as heaters out of service or high reheat attemperation spray, 
the stack shift can be as high as 15 or 20 percent. 

For high backpressure, stack shift changes the shape of the 
curves. For example, say bowl pressure curve P, is operating 
at point B. Curve P 2 , operating at a lower flow ratio, senses a 
higher backpressure than if the downstream group were at the 
same flow ratio. The effect is to reduce the "bow" in the 
curve to that at point C. (Curve P2 instantaneously tries to 
head for point D on the curve as the flow is lowered, but 
ultimately must end up at Bx.) 

The above phenomenon does not occur for adjacent groups 
at low backpressure for operating flows between A and Pw in 
Fig. 7. The stack shift cannot affect the bow in the curve, 
because there is none (see inset). This proves that constant 
flow coefficient is a valid assumption for all utility power 
designs similar to Fig. 3 regardless of stack shift. 

Sonic and Finite Stage Effects 

It has been shown that if the Law of the Ellipse, as ex­
pressed in relation (6), is taken to be mathematically valid 
only for an infinite number of stages, the ellipse holds in-
finitesimally close to zero B/P, as shown in Fig. 5. In that 
figure, K is the limit of the value of flow coefficient as B/P 
approaches zero. There is no limit on flow per unit area W/A 
since theoretically, for any flow, however large, with a 
correspondingly high inlet pressure P a sufficient number of 

PROJECTED CHOKING ELLIPSE 

Fig. 8 Construction of finite acoustic choking form of Stodoia's 
ellipse 

stages can be assumed so that the individual nozzles do not 
choke acoustically. 

Suppose, as suggested by Csanady in [5], we define a 
relative choking flow coefficient $ as the ratio of the actual <t> 
to the value </>*, where one or more of the stages in the group 
chokes acoustically, at a corresponding effective group outlet 
critical pressure ratio a. We then can establish a direct 
correlation between the radical in relation (6) with the r 
function in equations (2) and (3), in terms of a finite number 
of stages and an average single isentropic nozzle critical 
pressure ratio r*. 

Figure 8 shows the construction of relations needed to 
establish the above correlation. The value of K for the infinite 
unchoking ellipse previously defined is now unity because of 
the definition of $. The equation of the infinite ellipse in 
terms of a surrogate variable Z is 

$ = V l - Z 2 , (15) 

which is, of course, a circle. 
The point (x, 4>) is any point on a projected ellipse generated 

by swinging the infinite circle out by an angle 6 and projecting 
it back onto the plane, so that the finite ellipse chokes at a. 
The remaining steps are as follows: 

X=\-{\-Z) cos0 (16) 

cos 0 = 1 - a (18) 

Equation (20) is the basic finite acoustic choking form of 
Stodoia's ellipse. There are now two ways the radical can 
effectively become unity: (1) when the ratio B/P is very low, 
as before, and (2) when B—Pa is zero, which corresponds to 
acoustic choking. The product Pa is the same as the choking 
backpressure Bt which Csanady [5] suggests should be sub­
tracted from B. The same quantity must also be subtracted 
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from P in the denominator, however, in order for the relation 
to be reasonable. 

The quantity B—Pa can never be allowed to become 
negative, in order to conform to the physical choking 
phenomeon (a negative value implies a negative absolute 
pressure, which is not a physical reality). Once the stage group 
becomes choked, * remains unity for higher values of P, and 
the points lie along the straight line segment to the left of the 
upper dot in Fig. 8. If negative B—Pa were allowed, the 
ellipse would continue mathematically as shown by the dashed 
curve. 

The effective choking pressure ratio a for the group can be 
defined as 

«=(*/•„*)" (21) 
where n is the number of pressure stages in the group, and £ is 
a pressure-ratio loss factor slightly less than unity. Equation 
(21) is based on the fact that the group outlet/inlet pressure 
ratio is the product 

5, 5, 
X ^ X (22) P„ Pl P2 

for which the intermediate stage pressures cancel. It can be 
assumed that when the group chokes, one or more stages in 
the group will be operating at the inlet isentropic critical 
pressure ratio r„ * for the first nozzle in the group, which may 
be determined from [8], according to the group inlet pressure 
and enthalpy. This is a reasonable assumption where the 
expansion is completely in either the superheated or wet 
region, because the critical pressure ratio usually does not 
change appreciably during an isophase expansion. Where 

there is a significant change, or the expansion line crosses the 
saturation line, an average value 

rl=(r{rlr; r*)w" (23) 

may be used. 
The foregoing approach tacitly assumes that each work 

stage (i.e., stator-rotor combination) is designed at about the 
same relative choking flow coefficient *. It is not implied that 
each pressure stage in the group must choke simultaneously. 
The number of pressure stages for a pure impulse work stage 
is one. The number of pressure stages for a 50-percent 
reaction work stage is two. For intermediate reactions less 
than 50 percent, the rotor blades will not be near choking 
when the group chokes, but the fractional number of pressure 
stages included for intermediate reaction rotors affects the 
value of a according to equation (21). 

The factor £ accounts for the fact that the expansion is not 
isentropic. In order to achieve sonic conditions in the nozzle 
throat, a slightly larger pressure drop than that corresponding 
to r* must be taken on account of the energy dissipation 
between inlet and throat. Based on enthalpy-drop efficiency 
coefficients of 0.95 for typical nozzle blades and 0.90 for 
rotor blades, from [9], values of pressure ratio factor, £ = 
0.95 for high pressure stages, and £ = 0.97 for low pressure 
stages have been used in applying these relations. 

Stage-Number Correlation. Figure 9 shows an original 
curve of small stage-number effects on Stodola's ellipse by 
Mallinson and Lewis [10] as discussed by Csanady [5]. The 
pressure ratio is the inlet pressure ratio (inverse B/P). 
Otherwise, the "multistage" curve is a plot of equation (15). 
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The curves have been mathematically reconstructed according 
to equations (20) and (21) in Fig. 9. Using the correlation thus 
provided with n, it can be seen that for eight pressure stages 
(four 50-percent reaction stages) the infinite Stodola relation 
coincides within a heavy line, as shown in the figure. For 16 
pressure stages (corresponding to Stodola's eight-stage 
reaction machine) the coincidence is within a very light line. 

The Mallinson and Lewis small stage-number curves were 
based on experimental data for 1, 2, and 3 work stages. Their 
single-stage curve chokes at a considerably higher inlet 
pressure ratio, indicating that the test turbine may have had 
considerable reaction. The two and three-stage data fall below 
the relations based on equations (20) and (21). If their 
machines were impulse turbines, they would conform to a oc 
1/V«. This function has no apparent rational basis and 
predicts coincidence with the infinite multistage curve at much 
higher n values than Stodola or the body of manufacturers' 
data compared in this paper. Rather than assume their test 
turbines had negative reaction, it is thought more likely that 
Mallinson and Lewis plotted the flow coefficient relative to 
design for the two and three-stage machines instead of relative 
to choking. The recognition of the abscissa as relative to 

<ASME STEAM TABLES - 1 9 6 7 ^ ™ ^ . _ 

Fig. 11 Thermodynamic property regimes of designs compared 

choking was made by Csanady, but does not seem to have 
been recognized by Mallinson and Lewis. 

Incidence and Speed Effects. Mallinson and Lewis [10] and 
others have stated that the Law of the Ellipse is only valid for 
blade flow angles near design. Using the pressure ratio factor 
£ the increased incidence loss at far off-design loads can be 
properly accounted for so that the relations will hold at any 
design load. In the same vein, Csanady [5] notes that the 
elliptical relation would not be completely independent of 
rotative speed, and would not hold down to zero speed. With 
correction for incidence using £, the entire expansion can be 
regarded as a series of stationary nozzles with the "heat 
equivalent" of shaft work removed as shown in Fig. 6. 
Rotative speed should, therefore, have no effect. 

Single Nozzle Correlation. If the foregoing relationships 
are valid, it should be possible to represent a single isentropic 
nozzle using (at fixed inlet thermodynamic conditions) 
equations (19) and (21), wherein £ = 1.0 and n = 1. Figure 10 
is a comparative plot of the "true" relation according to 
equations (2), (3), and (4) 

(WIA)\ 

k+] 

. k 

k+l 

k 

(24) 
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Fig. 12 Comparison of controlled expansion designs 

against that predicted by the simpler acoustic form of 
Stodola's equation 

(W/A), 
(W/A)* 

/ r-r* \ 
A l-r* ) 

(25) 

The close correlation of the two distinct functions can be 
seen in the blow-up of the small box in Fig. 10. Even for k = 
1.1 (wet steam), the agreement is within 1/2 percent. If these 
functions were expanded in series it is conjectured that the 
significant terms may be identical. This close correlation is 
believed to be the main reason the Law of the Ellipse works so 
well. 

Modification of Codable Equations. The basic propor­
tionality from which all of the infinite form equations were 
derived was stated in relation (7). This proportionality can be 
restated in the finite acoustic form as 

V B,-P,ay 
LP,(1-«)J 

'TBgj-P^al 
Lp,n( l-a)J 

(26) 

The Stodola constant (9), which is fixed for all loads, takes 
the form: 

Y,n = 
(Pid-PiDa)1-(.BiD-PIDa)1 

(27) 
riD <PiD 

In coding equation (27), the first of two choking tests to 
prevent negative values of B- Pa should be made. If BiD -
PiDa is negative, the design is choked and YiD takes the form 

_ ( l - « ) 2 

y,o — - T - • (28) 
<PiD 

For the volume form of flow coefficient the bowl pressure of 
each group may be determined from 
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Di=Wi
2viYiD-2aBi 

and 

P,= 
D , + V A 2 + 4(1 -2a)B,2 

2(1 -la) 

(29) 

(30) 

Here the second of the two choking tests should be made. 
Having calculated Pt from (31), if Bj-P,a is negative, the 
group is operating choked and equation (30) should not be 
used. 

v w iD viD ' 

Equation (31) will be recognized as the constant flow coef­
ficient relation. 

The choked forms in the above relations are simply the 
forms taken when BiD — PjDa or B, - Pta are set to zero. 

Current Design Comparisons 

The foregoing relations have been applied in comparing 
with manufacturers' data for a number of currently operating 
turbine designs. Figure 11 shows the steam property regimes 
traversed by each design over the load range. Bowl pressure, 
enthalpy, and flow at five or six operating load points from 
approximately 25-percent to 100-percent design flow were 
provided on four controlled-extraction, cogeneration designs 
by General Electric Company [11]. 

Data were also compared on three low-pressure ends from 
three of the large utility units of several major manufacturers 
plotted in Fig. 3. The three LP ends chosen were all nearly at 
the same backpressure. 

In all of the comparison plots in the next figures, the curves 
and manufacturers' data are plotted against volume form 
relative design flow index, W^-vf WD

2vD. This allows plotting 
of the Stodola relation curves without thermodynamic 
property values, since the properties for the compared designs 
were known only at the discrete data points. The relative W^-v 
plots also show clearly the departure of the high backpressure 
curves from linearity, or the linearity of the choked or low 
backpressure groups, which is a definite advantage to the use 
of this parameter. One salient feature to be noted, however, is 
that the slope of the curves at zero flow is no longer zero as it 
would be for direct flow plotting or for the temperature form 
WiT/WDy[T~D. Again, the correctness of this is evident from 
the derivative of the equations relative to W2 v. 

Controlled Expansion Designs. All four of the designs 
shown in Fig. 12 are designed and operating acoustically 
unchoked. The finite acoustic form of the Stodola relations is 
used for all four curves as shown by the solid lines. There is, 
of course, no significant difference between the finite and 
infinite curves for the eight and ten-stage designs as would be 
expected from the coincidence of the finite and infinite curves 
in Fig. 9. For the four-stage design, the shown deviation of 
the GE data from the curves is about 1 percent greater than 
the infinite form would have shown, at flow index values less 
than 0.8. In the three-stage plot both the infinite and finite 
deviation curves are shown, and a pressure deviation increase 
of about 2 percent due to low number of stages is indicated. In 
all four cases it was assumed that the turbine designs were 
impulse, so that the number of pressure stages was set equal to 
the number of work stages. 

In all except the ten-stage design there is a pronounced 
increase in deviation, with the manufacturers' pressures 
higher than the curve prediction, at low flows. This is 
probably due to the manufacturer's lower nozzle flow 
coefficients from boundary layer buildup at low Reynolds 
number, hence reduced effective flow areas. 

The error from use of the temperature (perfect gas) form of 

o-'-
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Fig. 13 Low-pressure end design comparison operating acoustically 
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Fig. 14 Temperature form error 

the equation is shown in all four plots to be on the order of 1 
percent or lower. This shows the suitability of the temperature 
form relations for superheated steam, as recommended by 
Brown-Boveri Corporation and Siemens-Allis, Inc. The 
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acoustic forms of the temperature relations are similar to 
equations (29), (30), and (31), and may be easily derived from 
equations (26), (27), and (28). 

Low-Pressure Ends. The three low-pressure end designs 
compared in Fig. 13 show quite reasonable agreement of the 
manufacturers' data with the finite acoustic form of the 
Stodola relations. The low-pressure ends in all three cases are 
single 50-percent reaction stages at the mean diameter. A 
value of n = 2 has been assumed. 

The LP end is usually the only stage in a large utility 
machine which is designed to operate acoustically choked. 
Because of the choked condition, constant flow coefficient 
does apply for most of the design operating range. It will be 
noted that all designs remain choked almost down to the 
nominal 50-percent load point, even though the condenser 
pressure is assumed to remain fixed at the 100 percent value. 
In actuality, the condenser pressure is lower at reduced loads 
so that the choked condition will persist at even lower loads. 

At high backpressure, such as would occur under abnornal 
conditions (possibly with alarm or trip), it will be noted that 
the operation can be completely unchoked, and, at 100-
percent flow, the bowl pressure is higher than that at design, 
affecting the upstream stage. The use of constant flow 
coefficient in such cases will predict bowl pressures lower than 
exhaust pressure. 

The temperature form error for the wet steam region is 
shown to be quite significant in Fig. 14. 

Summary and Closure 
The Law of the Ellipse, as formulated herein, has been 

shown to provide a rational and universally applicable 
mathematical method of predicting off-design multistage 
turbine pressures, in reasonable agreement with both theory 
and practice. The same formulation covers the complete range 
of turbine stage group pressure ratio and number of stages, 
whether acoustically choked or not. The ten-stage comparison 
in Fig. 14, for example, is a case where the backpressure is low 
relative to the stage group bowl pressure. The linear Stodola 
prediction correctly coincides with constant flow coefficient 
and data for that case, while still conforming with allowance 
for low-flow area restriction to the manufacturer's data for 
the unchoked, nonlinear, three-stage case at a much higher 
relative backpressure. The formulation further conforms to 
data for the acoustically choked low-pressure ends in Fig. 13. 

The deviation of the Stodola curves from the data points 
shown in Figs. 12 and 13 does not in any way imply that the 
empirically substantiated manufacturers' data are not correct. 

It is acknowledged that the theory presented herein is not 
entirely complete, but the formulations provide an ex­
plainable, rational means of matching, and then ex­
trapolating, manufacturers' or test pressure data to off-design 
operating modes. The formulations are therefore suitable for 
use in generalized heat-and-mass-balance codes which do not 
now provide such a universally applicable, correct, pressure 
modeling technique. 
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A P P E N D I X 

SI Unit Conversion Table 

Quantity SI units 
Absolute temperature K 
Pressure kPa 
Length m 

mm 
Enthalpy kJ/kg 

Conversion factor 
R/1.8 
6.8948 x (psia) 
0.3048 x (ft) 
25.4 x (in.) 
2.3260 x (BTU/lbm) 
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Heat Exchanger Fires and the 
Ignition of Solid Metals 
Solid metals can ignite and burn from the heat released through the oxidation 
reaction and related to the rate in which heat is dispersed. The fires can be promoted 
by the preignition of combustible accumulations at temperatures normally con­
sidered as relatively safe oxidation conditions. Experimental studies for fire and 
theoretical ignition temperatures are described in the paper. 

Introduction 

This paper is prepared as an introduction to heat exchanger 
fires, to serve as a guide to maintenance engineers, and as a 
reference to heat exchanger designers and suppliers. 

Fires in heat exchangers are not common occurrences. 
Cook [1] explains that heat exchanger fires are caused by the 
preignition of combustible deposits that accumulated on the 
heat transfer surface. In particular, he referred to 
Ljungstrom® air preheaters which recover heat from the 
exhaust gas of an oil or coal fired boiler and use the heat to 
preheat the incoming combustion air. The majority of these 
fires were found to have occurred during poor firing con­
ditions brought on by transient periods such as light-off and 
cold startup. At such times, a fuel-rich condition may exist 
within the combustion boiler and raw fuel can be carried to 
the preheater by the flue gas. 

Eventually such deposits will build up to the level where 
they will ignite spontaneously leading to a metal fire, with 
temperatures reaching 3000 °F (1649°C) and damage to the 
heat transfer surface and the heat exchanger structure will 
usually occur. 

Most heat exchanger fires can be prevented. Cook em­
phasized the need to prevent combustible deposit ac­
cumulation on the heat transfer surface by frequent cleaning 
of the surface, and through proper control over combustion 
conditions. During steady-state firing, periodic soot blowing 
must be established and unerringly maintained. 

When a heat exchanger fire occurs, it is usually valid to 
conclude that it is the result of an accidental or careless in­
cident. 

An innocent deviation from the cleaning or firing 
procedure may appear of minor concern not worth reporting, 
but it may significantly contribute to the combustible deposit 
accumulation which ultimately could be the genesis of a fire. 

It is hoped that the work in this paper will strengthen the 
fire prevention recommendations stated here and by [1]. 

Experimental Program 

An experimental program was initiated to investigate the 
mechanism of heat exchanger fires, particularly the process 
which leads to the ignition of steel metal. Typical combustible 

deposit accumulations were simulated on the heat transfer 
surface and ignited by exposure to an environment of hot air. 
In order to understand the effect of the combustible deposits, 
a series of tests was first designed to determine the ignition 
temperature of the steel surface in the absence of combustible 
deposits on the surface. 

The heat transfer surface that was tested was the mild steel 
crimped plate (matrix) type which is usually installed in the 
Ljungstrom air preheater. A photograph of this surface is 
shown in Fig. 1. 

The thickness of the crimped sheets shown in Fig. 1 was 
0.026 in. (0.66 mm) and the minimum plate spacing was 0.099 
in. (2.5 mm). The properties of the heat transfer matrix 
obtained by stacking the plates were: the ratio of free flow to 
frontal area or surface porosity 0.871; surface area density 
124 ft2/ft3 (406.8 m 2 /m 3 ) ; and hydraulic diameter 0.0281 ft 
(0.00856 m). 

The oxides on the metal sheets were examined by the 
metallurgical laboratory and the oxide thickness was reported 
to be on the average 0.00004 in. (0.001 mm). Each separate 
test was begun with new sheets as delivered from the crimping 
production process with the sheets having the appearance 
shown on Fig. 1. 

The test setup for the metal ignition tests is shown 
schematically in Fig. 2 which shows the type of equipment 
used for the test program. 

Air was supplied with a Roots Conoville Blower and was 
heated with a direct fired natural gas combustor. All the air 
ducts were stainless steel 3 in. (76.2 mm) i.d. The hot air from 

Contributed by the Power Division and presented at the ASME Winter 
Annual Meeting, Washington, D.C., November 15-20, 1981. Manuscript 
received by the Power Division March 1983. Fig. 1 Heat transfer surface used in ignition experiments 
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METAL IGNITION EXPERIMENT SEQUENCE OF METAL IGNITION AND FIRE
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Fig. 2 Schematic of test setup for metal ignition experiment

Fig. 3 Photograph of metal ignition test setup

the combustor at the temperatures described in the tests as
inlet air was delivered to a fire-brick lined furnace box which
contained the steel heat exchanger surface to be tested.

A right angle turn was included in the hot air duct as it
entered the furnace box. This right angle was included to
permit the installation of a viewing glass which could be air
cooled and would avoid direct impingement by the heated air.

The furnace box provided the space for installation of the
heat exchanger surface. The test core dimensions were 1 ft X
1 ft (0.305 m x 0.305 m) as the flow frontal area and the
surface length was 3 ft (0.913 m) in the flow direction.

A grid of thermocouples was installed within the furnace
box to monitor the air temperatures entering and leaving the
heat exchanger surface. The thermocouples and the viewing
glass were replaced at the beginning of each new test.

A photograph of the experimental test setup is shown in
Fig. 3; the viewing port and combustor are in the foreground.
Space limitations and safety precautions required a compact
arrangement, reflecting some departures from the high
standards' established for obtaining uniform velocity
distribution, accurate orifice flow measurements, and ac-

combustor shut-down
Flg.4 Sequence of metal Ignition and fire

curate fluid temperatures. Although some accuracy was
sacrificed, it was felt that the results presented a new un­
derstanding of the conditions which lead to heat exchanger
fires and should be useful for fire prevention.

The test setup was calibrated in situ with pitot tube
traverses and the nonuniformity of flow was found to be the
overriding source of error in determining the reliability of the
results.

Air flow ± 8 percent,
Air temperatures ± 25°F(± 14°C),
Heat transfer coefficient (± 10 percent)

The metal oxide thickness was estimated to have an un­
certainty of ± 15 percent.

In the first few tests, thermocouples were installed within
the heat exchanger surface. This was soon discontinued
because they were slow in sensing a fire unless they were
fortuitously located in the area of the fire onset; then they
became the first casuality. Continuous observation of the heat
exchanger surface through the viewing port proved to be the
best way to identify a fire at the earliest time.

Many of the ignition experiments will be presented. Figure
4 described schematically the observed sequence of metal
ignition and fire.

The first indication of a fire is the appearance of a dull red
spot deep within the heat exchanger surface. The hot spot
soon grows and enlarges. Eventually the hot spot is suf­
ficiently established that it no longer needs the support of
heated air and the combustor can be shut down. If the hot
spot is indeed well established, the ambient air causes the hot
spot to continue to grow and spread; its color progresses to
cherry red and white hot, and subsequently melting is ob­
served. Eventually, total destruction of the surface occurs. If
the hot spot is not well established, the ambient air cools the
metal and no fire develops.

---- Nomenclature

h

k

Q

parabolic oxidizing constant
for metal, kg Z Oz/m 4-s
parabolic oxidizing activation
energy, J/mol
heat transfer coefficient,
W/m z °C
parabolic heat transfer,
defined by equation (7)
oxidation rate constant,
kg/mz-s or kg z/m 4 _s
heat of oxidation reaction per

R

w

unit weight of oxygen, J/kg
Oz
universal gas constant
8.3141 J/kg-mol-K
absolute temperature, K
ignition temperature, K
parabolic ignition tem­
perature, defined by equation
(5)
weight of oxygen reacted with
metal per unit area, kg Oz/m z

'Y ratio of mass of oxide to mass
of oxygen forming it, kg
oxide/kg Oz

o thickness of oxide film, m
€ emissivity
8 time,s

Poxide density of oxide, kg oxide/m)
a = Stefan-Boltzmann constant =

5.6697 x 10- 8 W/m Z K4

7Jp parabolic pyrophoricity,
defined by equation (6)
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Fig. 5 First test sample after burning

Ignition Tests With Unpromoted Metal Surfaces. The first
ignition test was exploratory where unpromoted heat ex­
changer surface was exposed to an air flow of 640 lb/hr (0.081
kg/s) which was increasing in temperature. After a period of 9
hr, the inlet air to the core reached 1300°F (700°C) and the
outlet air temperature registered a temperature increase. This
was the first indication of heat being generated within the
surface. The inlet air temperature was immediately stabilized
while the air temperature rise through the surface was ob­
served. In a period of 15 min, the air outlet reached a
maximum value of 1350°F (730°C) then began to decrease
and within an hour had dropped to the inlet temperature of
1300°F (700°C). The inlet air was again increased resuming
the prior heating procedure.

After a period of 90 min the inlet air temperature reached
1470°F (800°C) and a temperature rise through the surface
was again observed. The inlet air temperature was stabilized
at 1470°F (800°C). Visual inspection of the surface noted a
dull red spot (hot spot) within the surface. The hot spot grew
rapidly and in 10 min a very violent burning fire was in effect.
By visual observation, the heat exchanger surface was
collapsing and melting. Eventually the test surface was
reduced to a large opening with melted steel at the bottom.
The air flow was shut down and after an overnight period, the
test surface was removed and inspected. Figure 5 is a
photograph of this burned surface. The outlet end is in the
foreground; note the melted and solidified steel and the outlet
thermocouples.

A post-mortem analysis of the first test resulted in a
decision to further investigate the temperature of 1300°F
(700°C) where a temperature rise within the surface was first
detected. Also, it was hypothesized that the heating period
was too slow because the internal heat generated was decaying
at a faster rate. In other words, the heating rate of the air
could not keep pace with the decrease in oxidation rate. This is
discussed in more detail under the theoretical analysis section.

The second test was carried out with unpromoted surface:
an air flow of 640 lb/hr (0.081 kg/s) with an instant and
sustained air temperature of 1300°F (700°C). The behavior of
the heat exchanger surface at this temperature and flow was
surprising. In less than 3 min a hot spot appeared which grew
rapidly and by 3 min the entire heat exchanger surface was in
a fully established fire. The experiment was terminated early
before full destruction of the surface occurred. After an
overnight cooling period, the tested surface was removed
from the furnace and inspected. Figure 6 is a photograph of
the second test and illustrates some of the early stages of the
ignition and burning sequence. In the foreground is the outlet
end of the test surface. The origin of the fire and hot spot is in
the center which shows the hottest and melted regions.
Initially the fire rapidly spreads downstream while spreading
more slowly upstream. In the foreground, note the internal
thermocouples, all of which have failed.

Journal of Engineering for Gas Turbines and Power

Fig.6 Second burning test terminated early

The third ignition test was with unpromoted surface, an air
flow of 640 lb/hr (0.081 kg/s), and with an initial and
sustained temperature of 1250°F (675°C). The purpose of this
test was to find if a temperature less than 1300°F (700°C)
could ignite the metal. The heat exchanger surface reacted to
this temperature by generating some internal heat and the
outlet air temperature reached 1275°F (675°C) within 10 min;
but in the next 10 min the heat generation began to decrease
and there was no sign of fire.

After a period of 30 min the inlet air was increased to
1300°F (700°C) which resulted in some internal heat
generation with the outlet air reaching 1325°F (730°C) and 5
min later a hot spot appeared. The hot spot refused to grow
and enlarge but remained visible for an hour. After this hour,
the air flow was decreased to half of its value, but the air
temperature was unchanged. The hot spot immediately began
to grow and spread, finally leading to a full metal fire.

Ignition Tests With Promoted Metal Surfaces. The initial
ignition tests with unpromoted metal surface demonstrated
that mild steel heat exchanger surfaces can ignite and burn at
temperatures as low as 1300°F (700°C). These temperatures
are surprisingly low particularly considering that the only
source for internal heat generation is the oxidation of the steel
(rusting). This fire threat should be of sufficient dissuasion to
avoid the use of mild steel heat exchanger surfaces when such
temperatures are expected.

Air preheating applications seldom encounter temperatures
as high as 1300°F (700°C) but an additional source of heat
could have a cumulative effect and, together with the steel
oxidation, result in a still lower ignition temperature. An
additional source of heat has been claimed to be the com­
bustible deposits accumulated on the heat exchanger surface.
The cumulative effect of these deposits has been asserted and
experimental verification seemed an appropriate supplement
to the ignition tests on the unpromoted surface.

The plan for the promoted surface ignition tests called for
limiting the air inlet temperature to a maximum of 800°F
(427"C), and simulating the type of combustible material that
could be carried to the heat exchanger from the combustion
process.

The maximum temperature of 800°F (427°C) was selected
because historical data had been obtained from our records
reporting that most heat exchanger fires had occurred at or
below this temperature. Also this is the approximate range in
which most air preheaters operate.

The type of combustible material that could originate from
a combustion process was defined as raw fuel from a cold
startup, raw fuel from loss of combustion control, soot, and
carbon from loss of combustion control. The method used to
simulate such materials is described in the following section
on ignition tests with No.6 oil.

JULY 1985, Vol. 107/609
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Ignition Test With No. 6 Oil. Air flow set at 640 lb/hr 
(0.081 kg/s). No. 6 oil applied liberally to both sides of the 
heat exchanger surface then installed in furnace box. 

1 Air inlet set at 400°F (204°C) and maintained for 7.5 
hr. Result: no action observed on the surface. 

2 Air inlet set at 500°F (260°C) and maintained for 7.5 
hr. Result: no action observed on the surface. 

3 Surface cooled, removed from furnace and inspected. 
Result: a thin layer of hard, black, tarry deposit ob­
served on the surface. 

4 Second application of the oil to the surface and 
returned to furnace. 

5 Air inlet set at 400°F (204°C) and maintained for 7.5 
hr. Air inlet set at 500°F (260°C), and maintained for 
7.5 hr. Result: no action observed on the surface at 
either temperature. 

6 Surface cooled, removed from furnace and inspected. 
Result: a heavier layer of hard, black, tarry deposit 
observed on the surface. 

7 Surface returned to the furnace without adding more 
oil. 

8 Air inlet set at 700°F (371 °C) for 20 min. Result: 
sparks observed in outlet air stream but ceased after 
twenty minutes. 

9 Surface cooled, removed from furnace and inspected. 
Result: The hard, black, tarry deposit was brittle and 
loosely adhering to the surface. 

10 Surface returned to the furnace without adding more 
oil. 

11 Air inlet set at 715°F (379°C). Result: immediate 
ignition of the deposits with flames observed. Metal 
eventually ignited and heat exchanger surface 
destroyed. 

Other examples of combustible deposits were prepared and 
tested in the same manner as the No. 6 oil. The various 
materials and the results of the tests follow: 

1 Light rust preventive oil. Results: Repeated applications 
with the exposures to the heated air failed to develop a 
deposit accumulation and the tests were discontinued. 

2 Light rust preventive oil (same as above) mixed with 
lampblack forming a thick paste. Results: After the 
third application of the mixture with each application 
exposed to the heated air, the third application ignited at 
530°F (277°C) and metal ignition followed. 

3 No. 6 oil mixed with lampblack. Results: After the 
fourth application of the mixture with each application 
exposed to the heated air, the fourth application ignited 
at 690°F (366°C) and metal ignition followed. 

Theoretical Analysis 

An excellent theoretical analysis of solid metal ignition 
temperature has been carried out by Reynolds [2]. Some 
portions of this analysis will be discussed here which will help 
to explain some of the experimental results. 

The oxidation of metals follows two different modes of 
oxidation: 

Linear rate w = kd (1) 

Parabolic rate w2 = kd (2) 

where w is the weight gain of the oxidized metal, which 
represents the oxygen that has combined with the metal, 
kg/m2 . The time in seconds is represented by 9, and k is the 
oxidation rate constant. Low carbon steel follows the 
parabolic rate above 1000°F (538°C). The oxidation rate can 
be obtained by differentiating equation (2): 

Equation (3) shows how the rate dw/dd decays as w increases. 
The actual value of the rate at any time 8 depends on the value 
of w at that moment in time. 

The oxidation rate dw/dd represents the internal heat 
generation resulting from the oxidation of steel (exothermic 
reaction). The behavior of the heat exchanger surface during 
the unpromoted ignition tests can be explained somewhat by 
the heat rate equation (3). 

The first ignition test with unpromoted surface was carried 
out at a very slow heating rate. Sufficient time was available 
for the oxide to build up and the resulting ignition tem­
perature was 1470°F (800°C). 

The second ignition test with unpromoted surface began 
with an instant exposure to to 1300°F (700°C) air temperature 
with the original low oxide thickness existing. Metal ignition 
(at 1300°F) immediately followed. 

The third test with unpromoted surface included a time 
delay period at a temperature of 1250°F (657°C) which 
provided the time for the oxide to grow. Metal ignition oc­
curred at 1300°F (700 °C) but only after the air flow was 
decreased to 50 percent. The reduction of air flow decreased 
the convective heat losses. 

The factors which influence the ignition temperature of 
solid metals are numerous and varied. The resulting equations 
for ignition temperature are complex. The known oxidation 
rates data for the metal were extrapolated to temperatures 
near ignition and then the ignition temperature could be 
expressed mathematically. Reynolds developed a simplified 
expression for the ignition temperature by defining certain 
dimensionless groupings 

e - U ' V = ( i / r v ) (Tpy + (hp) (Tpf (4) 

The dimensionless groups are: 

(a) Parabolic ignition temperature 

(Tp) = Tig[R/Ep] (5) 

(b) Parabolic pyrophoricity 

L » « PoxideOJ LEp-l 

(c) Parabolic heat transfer 

2 Pnxirle Sfl V E„ ~| 

v>) = -%%rli\ (7) 

The dimensional quantities are defined in the nomen­
clature. Their values for mild steel are provided in the ap­
pendix. Reference [2] was the source for these values. 

The solution of equation (4) for the case of mild steel is 
graphically shown in Fig. 7. The influence of the factors 
which affect the ignition temperature can be observed in this 
figure. 

The initial thickness of the oxide layer (8) relates to the 
oxide presently existing on the metal, which has been ex­
plained in this section. 

The emissivity of the oxide layer (e) and the convective heat 
transfer coefficient (h) both influence the ignition tem­
perature because they represent modes in which heat is carried 
away from the oxidation area. 

The points shown on Fig. 7 are those that were ex­
perimentally found during the ignition tests on the un­
promoted surface. 

The thickness of the oxide layer (6) was determined in the 
metallurgical laboratory by microscopic examination, and 
found to be on the average 0.00004 in. (0.001 mm). 

The emissivity of the oxide layer (e) for the steel surface was 
obtained from McAdams [3], listed as follows: 
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10 

(a) Rolled sheet surface with an oxidized layer 
e = 0.52-0.66 

(b) Oxidized sheet steel e = 0.80 
(c) Iron oxide e = 0.85-0.89 

Using the above values for <5 and e, the experimental results 
fall virtually on the theory. 

Discussion 

Metal Ignition. The ignition and burning of solid metals is a 
hazard which can exist for all types of heat exchangers in­
cluding compact heat exchangers. Metal ignition experiments 
were reported by McDonald [4] on plate-fin type heat transfer 
surfaces. McDonald also found that temperatures of 1300°F 
to 1350°F (704°C to 732°C) appeared to be the point where 
ignition of mild steel would occur. 

Heat exchanger designers normally consider temperatures 
when selecting materials of construction from the viewpoint 
of structural strength. Metal ignition temperatures should be 
an additional consideration during the design and the material 
selection period. 

The materials selected must safely withstand the expected 
operating temperature environment. Precedence must also be 
given to any conceivable high temperature excursions. Such 
excursions may be adequate to ignite solid metals. In an­
ticipation of such possible excursions, the heat exchanger 
designer should upgrade the metal specification or call for 
protection against the expected types of high temperature 
excursions. 

For a regenerative type heat exchanger, a high temperature 
excursion can occur by the ignition of combustible deposits 
which have accumulated on the heat exchanger surface. 
Adequate means must be provided to prevent the ac­
cumulation of these combustible deposits. Soot blowers have 
proven to be effective as cleaning devices. Cleaning schedules 
must be established according to the firing conditions and the 

procedures that have been defined by Cook. The heat transfer 
surface must not contain any "blind" zones which cannot be 
reached by the soot blowers. Zones that cannot be cleaned will 
permit combustible deposit to accumulate and auto-ignition 
of the deposits will eventually occur. 

Fire Detection. Considerable thought has been given to the 
best method for fire detection. 

From the experience gained in the metal ignition ex­
periments, the earliest time to detect an incipient metal fire is 
when the hot spot first appears. Although the hot spot is 
visible,' there is no other indication that the onset of a metal 
fire has been reached. Thermocouples in the fluid stream will 
probably not sense any increase in fluid temperature. Progress 
of the fire is very rapid from this point and costly damage will 
occur unless the fire is immediately detected. 

Since the hot spot is the first visual indication of an in­
cipient fire, an infrared radiation detection device was chosen 
as a means to sense a red glowing hot spot. Such a device, 
developed by C-E Air Preheater [5], could detect a cigarette 
glow 30 to 40 feet away. 

Concluding Remarks 

The ignition and burning of mild steel heat exchanger 
surface has been demonstrated in experiments in which the 
steel ignited in an air environment of 1300°F (700°C). At this 
temperature the heat generated by metal oxidation exceeds the 
heat losses and auto-ignition takes place. Analytical means 
have been presented which can be utilized by heat exchanger 
engineers to evaluate the potential threat of solid metal 
ignition. 

The presence of any other sources of heat can stimulate the 
metal ignition at lower temperatures. This also has been 
experimentally demonstrated. 

If a provision is made to visualize the heat exchanger surface 
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A P P E N D I X 

Values and properties for mild steel and ferrous oxide 
(FeO) 

Ap = 3 7 k g 2 0 2 / m 4 - s 

Ep =1.3816 x 108 J/mol 

Poxide = 5.7 X 103 kgoxide/M3 

7 =4.49 kg oxide/kg 0 2 

Q =1.674 X 107 J / k g 0 2 

1.3816x10s J/mol 
R -I 8315.1 J/mol-K 

16,617.6K 
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A Model for Corrective Boiling in 
a Narrow Eccentric Annular Gap1 

A steady-state model is developed for convective boiling and dryout in an eccentric 
annulus with line contact between the heated inner wall and the adiabatic outer wall. 
The geometry and heat transfer conditions resemble those in a PWR steam 
generator, except for the lower pressure. Good agreement is shown with ex­
perimental data reported elsewhere. 

I . Introduction 

One of the major problems in steam generator operation is 
the corrosion-erosion of the primary tubes which may be 
made of Inconel-600, leading to denting of tubes in the tube 
support plate (TSP) and thinning and cracking of these tubes. 
Rupture of the primary tube implies that radioactive water 
from the primary loop will leak into the secondary system, 
and then possibly through the purge system into the en­
vironment. Tests using a single Inconel-600 tube with a 
carbon-steel TSP indicated that dryout or very poor heat 
transfer occurred at or near the metal-to-metal contact region 
between the primary tube and the TSP [1]. It has also been 
shown that denting increases with elevated temperature and 
chloride concentration [2]. Using radioactive salt deposition, 
it has been shown that crevices due to TSP contact in steam 
generators caused local dryout, which leads to salt deposition 
and corrosion damage of the tube [3, 4]. Thus, the majority of 
tube rupture incidents occur at the crevice region. 

Research into methods of preventing, or at least delaying, 
such incidents can be divided into thermal-hydraulic, 
corrosion, and ameliorative design and operation studies. The 
present work falls into the first category. The experimental 
portion, involving heat transfer measurements in a single-tube 
geometry under simulated Westinghouse PWR conditions, 
has been reported elsewhere [3, 4]. This paper deals with the 
construction of a steady-state computer model to predict 
mean axial velocities, qualities, and wall temperatures as a 
function of position in a short eccentric annulus. Some 
comparisons with experimental results are shown which give 
reasonably good agreement with the predicted temperature 
profiles. 

II. Literature Review 

Katto et al. performed experiments on boiling in a space 
bounded by two horizontal coaxial disks in a pool of 
saturated liquid at atmospheric pressure. It was found [5, 6] 
that the CHF was reduced when the supply of liquid to the 
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4To whom communications regarding this paper should be addressed. 
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Division October 1983. 

heating surface was restricted. They concluded that the 
dominant heat transfer mechanism is thin-film evaporation, 
and thus suggested that at the critical heat flux the average life 
of liquid films on the heated surface is equal to the average 
detachment period of the vapor masses. A general correlation 
was derived, based on their CHF data, which took into ac­
count inertial, buoyancy, capillary, and geometric effects [7]. 

Jensen, Cooper, and Bergles [8] performed experiments on 
natural-convection pool boiling of saturated water at at­
mospheric pressure in horizontal annular geometries with an 
electrically heated inner tube. It was found that the dryout 
heat flux was proportional to the radial clearance. The 
mechanism for dryout was again identified as thin-film 
evaporation. A dimensionless correlation was developed in 
terms of the vapor Reynolds number in the confined space. 

Ishiibashi and Nishikawa [9] examined pool boiling of 
saturated liquid in a vertical annular gap for pressures up to 
1.1 MPa. They classified saturated boiling in a narrow space 
into two regimes: an isolated bubble regime and a coalesced 
bubble regime, depending upon the gap dimension and the 
pressure. Based upon the observation that the occurrence of 
dryout is preceded by the generation of coalesced bubbles at a 
low frequency, the heat transfer data for the coalesced bubble 
regime were correlated by a Nusselt number and a modified 
Reynolds number in which the effects of gap width and 
pressure were accounted for. The bubble emission frequency 
data were also correlated in terms of a Fourier number and 
the Nusselt number. 

Markatos, Sala, and Spalding [10] considered a different, 
but related, problem, consisting of the adiabatic steady flow 
of a single-phase fluid in a narrow skewed annulus. The flow 
was treated as two-dimensional, with the velocity and pressure 
variations in the radial direction assumed negligibly small. 
Numerical solutions for the static pressure and velocity fields 
were obtained. 

To summarize, the earlier studies of concentric-gap boiling 
revealed the existence of a transition region which may exhibit 
periodic dryout and rewetting, accompanied by bubble 
emission from the periphery of the confined space. More 
recently, Baum and Curlee [21] have experimentally and 
analytically examined dryout and chemical concentration in 
confined geometries typical of PWR steam generators. An 
analytical model was developed for predicting the shape of the 
liquid-vapor dryout region, assuming that saturated liquid 
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Fig. 1 An eccentric annulus with line contact 

flows into the crevice, but saturated vapor properties alone 
can be used to describe the one-dimensional flow in the 
crevice, both before and after the dryout point. The present 
work employs a more detailed model, in which these 
assumptions are relaxed. 

III. Model Assumptions and Conservation Equations 

A locally-homogeneous-equilibrium two-phase model is 
presented here for flow inside an eccentric annular gap with 
the inside tube heated. Figure 1 is a sketch of the con­
figuration. The crevice geometry under consideration is a gap 
region formed between the primary tube and the tube hole of 
the TSP in which the tube maintains a line contact with the 
plate metal. The circumferential coordinate 6 is defined with 
respect to the origin at the contact line at the entrance to the 
gap. Assumptions used in developing the model include: 

1 Non-oscillatory steady flow conditions. 
2 Flow volume in the crevice can be divided into two 

regions: two-phase and dryout (vapor only) regions. The 
dryout region is symmetric about the contact line, with in­
creasing width in the axial flow direction. 

3 The two-phase region contains a homogeneous 
equilibrium mixture while the dryout region contains 
superheated vapor. 

4 The outer wall of the gap is adiabatic. 
5 Negligible tangential flows, implying that cir­

cumferential pressure gradients in the annulus region are 
everywhere small. 

Assumptions 1 and 2 are in accord with macroscopic visual 
observations [4]. Assumption 3 is based on measurements of 
very small superheats required to initiate and maintain boiling 
in this geometry. Assumption 4 was a reasonable first 
estimate, and was later modified to take into account heat 
losses in the contact region, as detailed below. An analytical 
study of heat conduction losses in the contact region is given 
elsewhere [3, 4, 22]. Assumption 5 is not in accord with visual 
observations of strong tangential flows at the boundary of the 
dryout region. However, since excellent heat transfer, and 
hence very low wall superheats, are obtained in this region, 
this assumption results in negligible error, and allows a 
considerable simplification of the numerical calculations. A 
theoretical analysis of these tangential flows is given 
elsewhere [22]. 

With these assumptions it is straightforward to show [11] 
that the conservation equations for any particular cir­
cumferential position can be written as follows: 

I. Subcooledliquid 

G2 X di )P \dP/x + 

dP 

dz 

\dPJ: 

(f) 
dP . dx 

~dz+l,v~dz~ 

dx _ 

dz 

^q_ 

' GDlh 

2fv 
D, hy 

II. Liquid-vapor two-phase mixture 

r / dv\ 1 1 dP dx 
+ G 2 J dz 

dP 
+ h, 

III. 

l\dP/ 

(— — 
\dp)x dz 

Superheated vapor 

\( dv\ 1 1 dP 

+ V/u 
2fv 

L V d P / r + G 2 J 

di 
( - ) 
\dP/T 

G 2 J dz 

dP 

+ 

dz 

dx^ _ 

dz 
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dz + 

p 

/ di \ dT 

\df)p ~dz 

Aq 
GD„, 

dT 
' dz 

T 

Dhy 

= -

Aq 

2fv 

D„y 

dz GD„ 

(1) 

(2) 

(3) 

(4) 

(5) 

(6) 

where P, T, v, and / are pressure, temperature, specific 
volume, and specific enthalpy, respectively; Dhy and Dth are 
the hydraulic and thermal equivalent diameters of each 
longitudinal element; G is the mass velocity;/is wall friction 
factor; q is heat flux; and x is the thermodynamic mass quality 
defined by ., . . 

. > i(z)-i,s 
x(z) = . _. (7) 

*vs '•Is 

N o m e n c l a t u r e 

cP = 
D = 
F = 

f 
G 
h 
i 

k 
P 
<7 
r 
S 

specific heat 
diameter 
Reynolds number factor in 
Chen correlation 
wall friction factor 
mass velocity 
heat transfer coefficient 
enthalpy 
thermal conductivity 
pressure 
heat flux 
radius 
suppression factor in Chen 
correlation 

T = temperature 
U = overall heat transfer coefficient 
u = velocity 
v = specific volume 
x = mass quality 
z = axial position 

Pr = Prandtl number 
Re = Reynolds number 

8 = maximum gap size 
5lv = thickness of tube wall 

p = density 
6 = circumferential position 
ix = viscosity 
T = wall shear stress 

Xn = Lockhart-Martinelli parameter 

Subscripts 

c 
hy 

i 
in 

I 
m 
o 
s 

th 
v 
w 

critical 
hydraulic 
inside primary tube 
inlet to test section 
liquid phase 
meniscus 
outside primary tube 
saturated 
thermal 
vapor phase 
primary tube wall 
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The thermodynamic mass quality is used to determine 
whether the flow is single-phase subcooled or saturated, two-
phase, or single-phase superheated. 

I. Subcooled or saturated: x<Q 

II. Two-phase: 0<x<xc 

III. Superheated vapor: xc<x<\ 

A fourth-order Runge-Kutta method is used to solve for P, 
u, T, and x as functions of z and 6. The algorithm is: 

1 Set inlet flow conditions and outlet pressure. 
2 Fix A0 = ir/N. 
3 Guess uin. 
4 Evaluate x to determine in which region the flow belongs 

and integrate the appropriate balance equations. 
5 Calculate the pressure drop and evaluate u\ iterate until 

convergence is achieved (« — uin). 
6 Increment in z and repeat steps 2 to 5 until the complete 

axial profile is calculated. 
7 Increment in 6 and repeat steps 2 to 6 until the complete d 

direction profile is obtained. 

The first version of a code [11] for dryout of an eccentric 
annular gap (DEAG-1) is described below, since it was used to 
obtain stability and natural frequency estimates, to be 
described elsewhere [13]. Some changes in the constitutive 
equations in recognition of the narrow-gap annular geometry, 
which improved the agreement between predicted and ex­
perimental temperature distributions, will be described in 
Section IV. 

The constitutive equations used in DEAG-1 are summarized 
as follows [11] 

(A) Equivalent diameters 

0„ = 4l-(2+A) 
1 sin d; — sin 9 

D„=8 2 + 
Dn 

vj-\ 

u} 

H 

(B) Friction factor 

'16 Re"1 

/ = 
0.079 Re 

for Re < 2000 

for Re > 2000 

where 

Re = 
GD hy 

with 

P'-

Pi for subcooled liquid 

( x 1 — x\ ~' 
1 1 for liquid-vapor mixture 

JXV HI / 

(C) Heat Flux 

for superheated vapor 

' - ( 
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 +' h0 

(C. 1) Primary heat transfer coefficient 
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(C.2) Secondary heat transfer coefficient 
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III. Single-phase superheated region: 

h„ = 

3.66k„ 
for Re„< 2000 

0.023 Re„°-8Pr„°-33A:„/Z),/, for Re„ >2000 
GD,„ 

Re„ = 
Pv 

p _ CP„ P" 
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(18a) 

(186) 

(19a) 

(196) 

(20) 

(d) Dryout criterion 

xc= 0.99 = const 

Equations (14) and (186) represent the well-known Dit-
tus-Boelter correlation for single-phase heat transfer (14) and 
equations (16), (17) the Chen correlations for subcooled and 
saturated convective nucleate boiling [15]. The Reynolds 
number factor F and the suppression factor S are given in 
[15]. 

The pressure gradient across the TSP is estimated using the 
Chisholm correlation [16]: 

dP 

dz 2C% 
G(\-X)Hl+CXal+XtJ

i), (21) 

where CD and C are constants. x« is the Lockhart-Martinelli 
parameter: 

X„=(v,/vu)
ai{\/x-\) (22) 

IV. Improved Model (DEAG-3) 

Comparisons with data [12] revealed that DEAG-1 was 
unable to predict dryout in cases where it was observed ex­
perimentally [4]. Further, although the model was able to 
predict the general shape of the tube wall temperature profile, 
the estimated peak wall temperature was consistently higher 
than the data value. 

The constitutive equations for flow and heat transfer used 
in the model are in the form of empirical corrrelations. Since 
these correlations were developed for relatively unrestricted 
flow geometries, they are at best rough approximations when 
applied to boiling in a narrow eccentric gap. For an improved 
model, the following changes were introduced: 

(A) Friction Factor Correlations. The eccentricity of the 
inner tube introduces circumferential variations of the local 
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Table 1 Summary of operating conditions for selected runs [4] 

Fig. No. 
Quality, x 
Primary flowrate, kg/s 
Secondary flowrate, kg/s (10 ) 
Primary temperature "C 
Secondary inlet temperature, °C 

2 
0.006 
0.500 
3.46 
197.6 
165.8 

3 
0.133 
0.496 
1.98 
201.5 
165.1 

4 
0.0 
0.505 
3.43 
185.9 
164.9 

5 
0.0 
0.498 
8.58 
196.2 
163.9 

6 
0.0 
0.498 
17.06 
203.5 
162.8 

7 
0.029 
0.500 
9.07 
191.7 
165.3 

Tw vs. 

LEGEND 

X Experimental (4) 

•—DEA6-I 

DEAG-3 

Fig. 2 Wall temperature as function of angle from contact line (see 
Table 1) 

shear stress and hence the friction factor. Snyder and 
Goldstein [17] proposed that for fully developed laminar flow 
in completely eccentric annuli 

nfi + rJo 
f= (23) 

r0+n 
For the present geometry 

/=22 .2 /Re (24) 

Equation (24) was used for Re <2000 in place of equation 
(10a). For flow in the turbulent region, a modified Blasius 
equation [18] was used 

/=0 .085Re-° - 2 5 ;Re>2200 (25) 

According to Knudsen and Katz [19], for transition flow in 
smooth cylinders 

/ - a 5 = 2 6 . 2 8 - 4 1 o g ( 4 . 6 7 x l 0 6 R e - 7 - ° - 5 ) (26) 

Solving f o r / a t Re = 2000 and Re = 2200, and approximating 
the relationship with a linear function, one obtains: 

/ = 0 . 0 1 6 4 - ( 2 x l O - 6 ) R e (27) 

Equation (27) was employed for the region 2000 < Re < 
2200. 

(B) Heat Transfer Correlations. For Re < 2000 equation 
(18a) was replaced by the Rohsenow-Choi equation [20] 

hv=Akv/Dlh (28) 

The Dittus-Boelter equation for heat transfer in the 
superheated turbulent flow region, equation (18ft), was 
replaced by the Colburn equation [20] 

^ =0.023 Reft8 -PxK
Mku/D, (29) 

A large number of correlations have been developed for 
forced-convection nucleate boiling. These correlations can be 

divided into two main groups: low-quality (subcooled boiling) 
and high-quality (saturated boiling) flows. These include the 
Thom correlation for the former and the Dengler-Addoms, 
Wright, and Schrock-Grossman equations for the latter [20]. 
Although these are of simple form and are easier to use than 
the Chen correlation, their domain of applicability is highly 
restricted. Tests with different correlations suggested that the 
Chen correlation was adequate to correlate data for both low 
and high-quality boiling in the narrow gap. 

(c) Dryout Criterion. In DEAG-1 dryout is said to have 
occurred when a predefined critical quality xc is reached or 
exceeded. However, dryout was observed close to the line of 
contact in all experimental runs, although the dry patch width 
was dependent on the operating conditions. According to 
Jensen et al. [8], the longer residence time of the vapor in the 
restricted area allows thin-film evaporation to occur at lower 
critical heat flux levels, and hence incipient dryout occurs at 
lower qualities than in the unrestricted area. The influence of 
gap size on xc can be expressed with a ^-dependent 
relationship which meets these criteria: 

1 xc is a minimum at 8 = 0 deg. 
2 xc is a maximum at 6 = 180 deg. 
3 0 < xc < 1. 
4 xc is a symmetrical function about the diameter that 

passes through the line of contact. 
5 xc is sensitive to inlet flow quality. 

A function that meets these criteria is 

xc(6)=xin+sm{d/2) (30) 

An arbitrary upper boundary for this function has been set; 
forxc(0) > 0.9999 

xc(6) = 0.9999 = const (31) 
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Equations (30) and (31) were substituted for equation (20) in 
the improved model. 

(D) Radial Heat Loss. Since the TSP was not insulated in 
the experiments for visualization purposes, assumption 4 is 
suspected to be a cause for overpredicting the maximum wall 
temperatures in DEAG-1. In the improved model, a term to 
account for radial heat loss through the TSP in the dryout 
region along the line of contact was included 

U' = (l/7i„ + bw/kw - hrp/krp + \/h,)- (32) 

The presence of entrained water droplets in the dryout 
region considerably increased the heat transfer from the wall. 
To account for this effect, the coefficient in equation (28) for 
the laminar-gap vapor-side heat transfer was sharply in­
creased in the model 

V. Results 

(A) Influence of Gap Size. DEAG-1 was first used to study 
the effects of gap size variations on the thermal-hydraulic 
behavior of boiling in a narrow eccentric gap, using 
parameters from experimental runs [3] 

tube hole diameter 
tube wall thickness 
flow-hole [4] diameter 
inlet quality 
primary flowrate 
secondary flowrate 
secondary pressure 
primary temperature 
secondary temperature 

21.1 mm 
1.14 mm 
6.35 mm 
0.52 
0.492 kg/s 
0.523 kg/s 
0.687 MPa 

198.7°C 
164.5°C 

hu=20kv/D„ (23) 

With this set of operating parameters, the following 
maximum gap sizes were used for three independent 
simulations: 0.53, 0.885, and 2.80 mm. 
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Some selected results are shown here. Additional results 
and a program listing are given for DEAG-1 and DEAG-3 
elsewhere [12]. Local wall temperatures are shown in Figs. 2 
and 3 as a function of the' circumferential position for 
diametral gap widths of 0.53 and 2.80 mm, respectively. 
Dryout is predicted for the smaller gap, and the maximum 
wall superheat of 34 °C is in close agreement with the ex­
perimental result. For the 2.80 mm gap, the characteristic W-
shaped temperature profile of the data is observed, owing to 
the behavior of the Chen correlation [12]. However, no 
dryout is predicted, contrary to observation, and hence this 
correct shape is due to cancellation of opposing errors. 

The final model, DEAG-3, gave more realistic predictions 
of dryout and of maximum wall temperatures. This was 
shown by a comparison of predicted and observed tem­
peratures for twelve experimental runs [4], all with a gap size 
of 0.885 mm. Some of these comparisons are shown in Figs. 
2-7; the experimental conditions for these runs are given in 

Table 1. It should be noted that axial temperature variations 
on both the primary and secondary sides in this short annular 
geometry were found to be negligible [4]. 

One sees that the predicted width of the dryout region, the 
peak wall temperature, and the mean temperature in the two-
phase boiling region far from the contact line all agree 
reasonably well with the data trends. The peak temperature is 
usually still overpredicted, but this is not as important as the 
correct estimation of the dryout gap width. Similarly, the 
nucleate-boiling region wall temperature for the contact line is 
sometimes slightly underpredicted, but this may be due to the 
use of the Chen convective nucleate-boiling correlation, which 
is based largely on round-tube data, in this narrow-gap 
configuration. 

VI. Summary 
A steady-state model for dryout and wall temperatures in a 
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narrow eccentric annulus with line contact has been developed 
which is generally in good agreement with experimental data 
at 0.1-0.69 MPa. However, the model remains to be verified 
for the higher pressures typical of steam generators. Dryout 
always occurs with line contact, so that the possibility of 
thermal stress and corrosion is always present. However, true 
line contact may be rare in actual practice, and experiments 
[4] have shown that misalignment as small as 0.002 in. will 
generally prevent dryout. 
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Calculation of Heat Transfer to 
Convection-Cooled Gas Turbine 
Blades 
A mathematical model is presented for calculating the external heat transfer 
coefficients around gas turbine blades. The model is based on a finite-difference 
procedure for solving the boundary-layer equations which describe the flow and 
temperature field around the blades. The effects of turbulence are simulated by a 
low-Reynolds number version of the k-e turbulence model. This allows calculation 
of laminar and transitional zones and also the onset of transition. Applications of 
the calculation method are presented to turbine-blade situations which have recently 
been investigated experimentally. Predicted and measured heat transfer coefficients 
are compared and good agreement with the data is observed. This is true especially 
for the pressure-surf ace boundary layer which is of a rather complex nature because 
it remains in a transitional state over the full blade length. The influence of various 
flow phenomena like laminar-turbulent transition and of the boundary conditions 
(pressure gradient, free-stream turbulence) on the predicted heat transfer rates is 
discussed. 

1 Introduction 

The thermal efficiency and specific thrust of gas turbines 
can only be improved significantly by increasing the turbine-
inlet temperature. This approach is limited, however, by the 
availability of appropriate materials that withstand the high 
temperatures. For instance, present-day blade materials 
cannot be exposed to temperatures above 1250 K without 
dramatic losses in their lifetime. In order to make possible 
turbine-inlet temperatures of more than 1600 K, which are 
common practice in modern military jet engines, the turbine 
blades must be cooled. In presently operating engines, con-
vective cooling and film cooling (or a combination of both) 
are used exclusively. In both techniques, the cooling air is 
diverted from the mainstream at the exit of the compressor, 
and the mass flux through the combustion chamber and the 
turbine is thereby reduced. This and associated losses, which 
are discussed by Cohen et al. [1] decrease the thermal ef­
ficiency of the system. Poor design may lead to a situation 
where the efficiency gained by higher turbine-inlet tem­
peratures is completely offset by the additional cooling losses. 

An important task in the design of modern gas turbines is 
therefore to minimize the cooling air stream and with it the 
cooling losses. To this end, the blade surface is allowed to 
reach locally the critical temperature dictated by the lifetime 
requirements. An important prerequisite for the design of 
such highly optimized cooling arrangements is the actual 
knowledge of the temperature distribution over the blade 
surface which, for a certain arrangement, is determined by the 
heat transfer from the hot gas to the blade. The prediction of 
this heat transfer and its variation around the turbine blade is 

Contributed by the Gas Turbine Division for publication in the JOURNAL OF 
ENGINEERING FOR GAS TURBINES AND POWER. Manuscript received by the Gas 

Turbine Division August 1984. 

therefore of great practical importance. As prototype ex­
periments are usually extremely expensive (Daniels [2] quotes 
a number of 1 million pound sterling per rig test of the Rolls-
Royce RB-211 engine) and often not of high accuracy, there is 
a great need for theoretical prediction methods. Such methods 
are particularly suitable for parameter studies and, due to the 
recent development of fast digital computers and efficient 
numerical solution procedures, fairly powerful techniques are 
available now. 

The present paper describes a differential (or field) method 
for calculating the external heat transfer rates to convection-
cooled gas turbine blades. The method, which is restricted to 
two-dimensional situations without flow separation, is based 
on the numerical boundary-layer procedure of Patankar and 
Spalding [3]. A refined turbulence model has been in­
corporated into this procedure which is an extended version of 
the widely used k-e model. The extensions concern the 
simulation of viscous and near-wall effects and of the 
laminar-turbulent transition and its dependence on the free-
stream turbulence. The calculation method is applied to 
various turbine blade situations for which Daniels and 
Browne [4] have recently carried out measurements. Predicted 
and measured heat transfer rates are compared, and the paper 
discusses the influence of phenomena like laminar-turbulent 
transition, relaminarization, free-stream turbulence, cur­
vature, etc. on the variation of the heat transfer coefficient 
along the suction and pressure surfaces of turbine blades. 

2 Mean Flow Equations 

Under two-dimensional stationary conditions, the velocity 
and temperature field in boundary layers along blade surfaces 
is governed by the following equations [5] 
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continuity equation: 
d(PU) | d(PV) ^ 0 

dx dy 

x-momentum equation: 

dU ~dU dP d 
pU— +PV-~ = - — + — 

ax ay ax dy 

total-enthalpy equation: 

dH .dH 

dx by 

a / dU \ 

Tv\>xTv-
puvJ 

(1) 

(2) 

H dH 

dy C Pr ~dy 
— ph'v' 

dyt 

(3) 

In these equations, the x coordinate follows the blade surface 
and y is normal to x. As the ratio of boundary layer thickness 
to the radius of curvature of the blade surface is usually fairly 
small, the extra terms arising from the curvature in such a 
coordinate system have been neglected. This is justified by 
Bradshaw's [6] dimensional arguments and the discussion in 
section 6. U, V, u', v' are the mean and fluctuating velocities 
in the x and y direction, respectively; P represents the static 
pressure which is approximately constant across the boundary 
layer. The total enthalpy 

H^h + lP/l + k (4) 

is the sum of the static enthalpy h and the kinetic energy of the 
mean and fluctuating motion. The fluid properties are 
characterized by the density p, the viscosity /x, and the Prandtl 
number Pr. An overbar indicates conventional time averaging 
of fluctuating quantities while the tilde over V indicates mass 
averaging so that 

pV=PV+yV (5) 

The first term represents the product of the conventionally 
averaged quantities p and V and the second that of their 
fluctuations. Both are of the same order of magnitude in 
compressible boundary layers, whereas pU is much larger 
than p'u' which is therefore neglected. The ideal gas law 

P 

~RT 
(6) 

is used to link the density to the static temperature T and 
hence to the static enthalpy h = cpT. 

The above system of equations was solved with the 
following boundary and initial conditions. At the wall, the 
velocity components U and V were set to zero (no-slip con­
dition), while the solution of the enthalpy equation (3) 
requires the specification of either the heat flux or the tem­
perature at the wall. The heat flux depends on the internal 
cooling processes and could only be determined by solving 
simultaneously the internal heat transfer problem. Hence, 
only the external heat transfer is considered and here the wall 
temperature Tw is prescribed from measurements so that the 
boundary condition for Hat the wall is 

H=cpTw (7) 

In the free stream, the conditions 

U=Ue(x), H=He = const (8) 

are prescribed, where the free-stream velocity Ue is deter­
mined from static pressure measurements via the Bernoulli 
equation. The total enthalpy in the free stream assumes a 
constant value. 

The calculations were started near the stagnation point with 
a laminar boundary layer, as explained in greater detail in 
section 6. At the initial station, the {/-velocity profile was 
prescribed with the well-known Pohlhausen formula (see 
White [7]) 

U y 
— = 2 - - 2 
{/„ 5 ® + © ^ K ) (9) 

(10) 

where 8 is the boundary layer thickness and 

52
Pe dUe 

A= 
He dx 

is the Pohlhausen parameter. The temperature and hence the 
enthalpy distribution at the initial station is related linearly to 
the velocity profile 
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empirical constants in turbulence model 
empirical functions in turbulence model 
total enthalpy = h + lP/l + k 
mean static enthalpy 
fluctuating static enthalpy 
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turbulent kinetic energy 
turbulent length scale 
mean static pressure 
production of A: 
molecular Prandtl number 
turbulent Prandtl number 
radius of curvature of surface, gas constant 
heat flux at the surface 
chord Reynolds number = l]xcp^/\xx 

momentum thickness Reynolds number = 
Ue82kPe/^e 

turbulence Reynolds numbers defined in 
equation (15) 
mean static temperature 
total temperature in free stream 
turbulence level = (u'e
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Subscripts 
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mean streamwise velocity 
friction velocity = VT,„/PW 

fluctuating streamwise velocity 
mean lateral velocity 
fluctuating lateral velocity 
streamwise coordinate 
cross-stream coordinate 
dimensionless wall distance = yUTpw//xw 

boundary layer thickness 
momentum thickness 
thickness of viscous sublayer 
dissipation rate 
Pohlhausen parameter 
molecular viscosity 
turbulent (eddy) viscosity 
heat transfer coefficient = gw/ (T„ - T0) 
mean density 
fluctuating density 
empirical constants in turbulence model 
wall shear stress 

external (free stream) 
wall 
inlet station 
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TJ. 

( i i ) 

Further details on the starting procedure are discussed in 
section 6. 

3 Turbulence Model 

The turbulent stress -pu'v' and the turbulent heat flux 
-pv'h' appearing in equations (2) and (3) have to be 
determined with the aid of a turbulence model. In the present 
work, Lam and Bremhorst's [8] low-Reynolds number version 
of the well-tested k-e model has been adopted. This model as 
well as extensions necessary for the simulation of the laminar-
turbulent transition as well as for calculating the turbulent 
heat flux are presented below. 

3.1 The k-e Model. The k-e model uses the eddy 
viscosity concept relating the turbulent stress to the mean rate 
of strain 

dU 
-pu'v' = n, — (12) 

dy 

In this and the following turbulence-model equations cur­
vature terms arising from the use of a curvilinear coordinate 
system have again been neglected. This will be justified in 
section 6. The eddy viscosity p, is related to the turbulent 
kinetic energy k and the rate of its dissipation e by 

k2 

V-t=cP.fv.P— (13> 

where c^ is an empirical constant and /,, a function which 
expresses viscous and near-wall effects on the stress -pu'v'. 
The function /^ given by Lam and Bremhorst [8] reads 

I2 / 19.5 \ 
l-exp(-0.0160Re^)J ( l + — J (14) 

where the turbulence Reynolds numbers Re^ and R e r are 
defined as 

/ , : 

Rey = 
Vkyp 

; Rer = 

The distributions of k and e are determined from 
following model transport equations for these quantities 

en 

determined 

(15) 

the 

rrdk 

ox 

~rdk 

o~y -'K^ = £[("- m +pk -pe (16) 

de -de d [Y ix, \ 3e ] 

+ ~k [c£i/iP*-ce2/2peJ 

where the production Pk of k is: 

^ t = / * , ( — ) by) 

(17) 

(18) 

The empirical low-Reynolds number functions / , 
appearing in the e-equation (17) read: 

/ , = ! + (x) f2 = 1 - exp( Re2
r) 

and f2 

(19) 

For the remaining empirical constants, the "standard" values 
cited by Rodi [9] have been adopted: cM=0.09, cd =1.44, 
ca = 1.92, ak = 1.0, at = 1.3. A detailed discussion of the low-
Reynolds number k-e model is provided in Patel et al. [10]. It 
should be noted that the constants in the functions/„, / , , and 
f2 are slightly different from Lam and Bremhorst's [8] 
original proposal. They have been adjusted to give better 
results for a variety of boundary layers (see Rodi et al. [11]). 

Boundary and initial conditions need to be specified also 

9 10 
Tu ['/•] 

Fig. 1 Variation of coefficient a •( with turbulence level 

Direction 
of main flew 

Fig. 2 Blade profile in Daniels and Browne's [4] experiments 

for the turbulence quantities k and e. At the wall, the 
following conditions are used 

de 
k= — =0 (20) 

dy 

which follows from the no-slip condition and the continuity 
equation at the wall. The free-stream values of k and e are 
determined from the solution of the simplified k and e 
equations prevailing in the free stream 

T dke 
PeUe—r = -peee (21) 

dx 

peUe 
dee 

dx -Peca~ (22) 
ke 

The streamwise variation of ke and ee is obtained by in­
tegrating these ordinary differential equations, starting from 
prescribed values at the initial station. The prescription of 
initial values is discussed in section 6. 

3.2 Calculation of (he Laminar-Turbulent Tran­
sition. For relatively large free-stream turbulence levels (say 
above 1 percent) the model is capable of simulating, at least 
qualitatively, the physical transition mechanism which is 
governed by the diffusion of turbulent kinetic energy k from 
the free stream into the laminar boundary layer. The 
calculations start with a laminar boundary layer; some 
distribution of k and e between the wall and the free-stream 
values ke and ee given from the experiments has to be 
prescribed at the starting station (the starting profiles for 
mean velocity and total enthalpy have already been given in 
section 2). The following empirical profiles are used for k 
and e 

k=ke(U/Ue)
2 (23) 
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e = alkdU/dy; e> 
kV2 

(24) 

Equation (23) forces k to vanish at the wall and increases k 
quadratically with distance from the surface until it takes its 
prescribed free-stream value at the edge of the boundary 
layer. The initial profile for e is based on the assumption that 
the rate of dissipation is proportional to the rate of 
production of k and that the proportionality coefficient a, 
depends on the turbulence level Tu. The variation of a{ with 
Tu used in the model is shown in Fig. 1; it has been deter­
mined by simulating various boundary-layer experiments 
involving laminar-turbulent transition. A detailed discussion 
on these is provided by Scheuerer [12]. Equation (24) also 
imposes a limit on e which prevents the turbulence length scale 
L = ki/2/e inside the boundary layer from exceeding its free-
stream value Le. 

As the calculation proceeds from the initial station, tur­
bulent kinetic energy diffuses from the free stream into the 
boundary layer. When, after a certain distance, the higher k 
values of the free stream reach the near-wall zone of the 
boundary layer, they cause increased turbulence production 
by interaction with the larger velocity gradients so that the 
magnitude of k is augmented and gradually renders the 
boundary layer turbulent. 

3.4 Modeling of the Turbulent Heat Flux -pv'h'. The 
turbulent heat flux -pv'h' appearing in the total enthalpy 
equation (3) is modeled with the aid of the eddy diffusivity 
concept and the additional assumption that the eddy dif­
fusivity is equal to the eddy viscosity divided by the turbulent 
Prandtl number Pr, 

a, dh 
-pv'h' = ^ — (25) 

Pr, dy 
The eddy viscosity n, is provided from the k-e model 
described above. For the turbulent Prandtl number, a con­
stant value of Pr, =0.86 is used in agreement with a large 
number of experimental data collected by Kays and Moffat 
[13]. 

4 Solution Procedure and Computational Details 

The mean-flow and turbulence-model equations presented 
in the previous sections were solved with an adapted version 
of the GENMIX computer code described by Spalding [14] 
which originates from the earlier Patankar-Spalding [3] 
procedure. The method is implicit and forward marching in 
space so that only one-dimensional storage of the variables is 
required. A dimensionless stream function is used as normal 
coordinate which causes the numerical grid to expand 
automatically as the boundary layer grows so that a constant 
number of grid nodes is distributed across the boundary layer 
at each station, resulting in a fairly economical solution 
procedure. 

In order to obtain grid-independent solutions, a 
nonequidistant grid was used with 100 nodes in the cross-
stream direction, and with considerably finer mesh sizes near 
the wall than near the edge of the boundary layer. At the 
starting location, the first grid node away from the wall was 
typically at the dimensionless wall distance y + =0.2, where 
y+ is defined in the Nomenclature. The streamwise step size 
was specified as one quarter of the momentum thickness <52/t, 
defined as 

-!."£» (26) 

In order that fast changes in the viscous sublayer can be 
followed, the step size was further limited to five sublayer 
thicknesses, corresponding to Ax<25ixw/ (pwUT). 

The calculation time per forward step was 0.125 s on a CDC 
CYBER 173 computer. The total computing times were of the 
order of 20 min for the suction surfaces and 10 min for the 
pressure surfaces. 

5 Description of the Test Cases 

The computer program was applied to various blade 
situations for which Daniels and Browne [4] have recently 
conducted heat transfer measurements. The blade profile is 
shown in Fig. 2 and is typical of high-pressure turbines in 
modern high-bypass-ratio fan jets. Three test cases were 
selected for simulation and these are characterized by chord 
Reynolds numbers Rec of 4.8 x 105, 6.7 x 105, and 1.3 x 
106 where 

Re,. 
UjCPj 

(27) 

The index " 1 " in equation (27) relates to values at the inlet, 
and c is the axial chord of the blade. The three different test 
cases will subsequently be referred to as Re _ , Refl, and Re + . 
The variation in Reynolds number was achieved by altering 
the stagnation pressure P0. 

The outlet Mach number of the cascade flow was equal to 
0.94 for all cases. Figures 3 and 4 show respectively the 
distributions of the measured free-stream velocities along the 
suction and pressure surfaces. The coordinate system 
originates at the stagnation point. The total temperature T0 in 
the free stream was 432 K and the blade surface temperature 
T„ was constant at 288 K for all test runs. Although these 
temperatures are not representative for real turbines, their 
ratio Tw/T0~0.7 is quite characteristic of modern jet 
engines. The heat transfer rates were determined in the ex­
periments from the temporal variation of the blade surface 
temperature by means of a transient technique. Daniels and 
Browne [4] give an uncertainty of ±10 percent for their 
measurements of the wall heat flux. 

In order to simulate operational conditions in a real 
cascade, Daniels and Browne [4] placed a turbulence-
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Fig. 5 Distribution of heat transfer coefficient along suction surface 

generating grid in the inlet channel. At 12.7 cm upstream of 
the blade profile, they measured a turbulence level of Tw = 4.2 
percent with a hot wire. For the calculations reported here, the 
turbulence level at the entrance of the cascade was obtained 
with the aid of an empirical formula for the decay of grid 
turbulence due to Townsend [15]. This yielded the value of 3 
percent used in the computations. The turbulence length scale 
in the free stream was set equal to the diameter of the rods of 
the turbulence-generating grid (Le = l.S cm); this choice is 
supported by an analysis of the predominant frequency of the 
free-stream turbulence field conducted by Daniels [1]. The 
initial value for the dissipation rate e was calculated from 

Daniels and Browne [4] examined the two-dimensionality 
of the blade boundary layers by visualizing the surface streak 
lines. With the exception of small areas at hub and tip of the 
blades, the surface flow was observed to be parallel to the x 
direction. The aspect ratio (pitch to blade height) of the 
cascade was 2.2. 

6 Results and Discussion 

In this section, the calculated results are compared with the 
experimental data. The suction and pressure surface flows are 
discussed separately in subsections 6.1 and 6.2. After 
comparing the heat transfer coefficients for each surface, the 
influence of laminar-turbulent transition, pressure gradient, 
free-stream turbulence level, surface curvature, com­
pressibility, and surface roughness on the heat flux 
distributions is assessed. 

6.1 Suction Surface. The calculations for the suction 
surfaces were initialized at x/L = 0.04. The momentum-
thickness Reynolds numbers, Rz2k = b2kUePe/lle at this 
position were calculated with a theory of Thwaites [16] which 
is based on a linear increase of the free-stream velocity in the 
vicinity of the stagnation point. Re2/t emerged as 42.5, 53, and 
80 for the Re^, Re^,, and Re+ cases respectively. Even the 
largest Reynolds number is well within the laminar regime so 
that the chosen initial profiles described in section 2 represent 
adequately the physical situation. In order to determine the 
local turbulence level at the starting location, the absolute 
value of Wp2 was assumed to remain constant over the small 
distance from the inlet reference station " 1 " to the initial 

0 0.1 0.2 0.3 0.1 0.5 0.6 0.7 0.8 0.9 1.0 1.1 1.2 1.3 
x/L 

Fig. 6 Calculated variation of momentum-thickness Reynolds number 
along suction surface 
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Fig. 8 Variation of acceleration parameter K along suction surface 

station of the calculation. Due to the change in free-stream 
velocity Ue there results 

Tu=Tui(Ul/Ue) (28) 

The free-stream turbulence was assumed to be isotropic so 
that the turbulent kinetic energy ke is related to Tu by 

^ =1.5 Tu1 (29) 

Figure 5 compares the distribution of the calculated and 
measured heat transfer coefficient a (for definition see 
Nomenclature) for the three test cases. The individual 
symbols characterize blades that were instrumented dif­
ferently. The largest number of data has been taken for the 
design condition Re^,, and this will be discussed first. The 
flow is initially laminar; in this region the predicted results are 
in very good agreement with the measurements. In the model 
simulation, the laminar-turbulent transition occurs somewhat 
earlier than in the experiments and also proceeds faster, which 
leads to certain differences with the data in this region. In the 
fully turbulent region beyond x/L > 0.5, the experimental heat 
transfer coefficients are again reproduced very well by the 
model. A similar picture emerges for the Re_ case, where 
good agreement results in the laminar and turbulent regions, 
but discrepancies arise in the transitional regime. In that case, 
however, the transition data appear somewhat suspect 
because in another set of measurements without a turbulence-
generating grid [4], where the turbulence level was only 0.4 
percent, the laminar-turbulent transition occurred much 
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Fig. 10 Distribution of heat transfer coefficient along pressure sur­
face 

earlier. Hence, it is not clear whether the measured transition 
process for the lowest Reynolds-number case is representative 
of a two-dimensional boundary-layer flow. The a distribution 
for the higher Reynolds-number flow is shown at the top of 
Fig. 5. It displays a strong variation of the heat transfer 
coefficient as the flow undergoes transition, which is 
simulated well by the model. In the turbulent region, the heat 
transfer coefficient is somewhat overpredicted. It should be 
noted, however, that the experimental values show a 
discontinuity at x/L = 0.42, which is roughly of the same 
magnitude as the difference between calculations and 
measurements. In the following, the various flow phenomena 
governing the distribution of the heat transfer coefficient are 
discussed in greater detail. 

Laminar-Turbulent Transition. From empirical 
correlations collected by Abu Ghannam [17], laminar-
turbulent transition for the flow considered is expected in the 
Reynolds number range 200<Re2/t <300. Figure 6 compares 
the calculated momentum thickness Reynolds number with 
this criterion, and it can be seen that the predicted onset of 
transition (indicated by arrows) agrees with the expected 
values. It is interesting to note that, for the ReD case, the 
Reynolds number exceeds only slightly a value of 2000 usually 
considered as the lower limit for fully turbulent boundary 
layers. This means that strong viscous effects are present over 
most of the suction surface. These are increased further by 
reducing the Reynolds number, i.e., for the Re_ case. It is 
obvious therefore that only a turbulence model can be used 
that takes proper account of the viscous effects, as does the 
one employed in the present work. 

Free-Stream Turbulence. The main effect of free-stream 
turbulence on the boundary layer development is to promote 
laminar-turbulent transition which, in turn, leads to increased 
heat transfer coefficients. In addition, the heat transfer in the 
fully turbulent boundary layer is enhanced, although only by 
a small amount (approximately 4 percent per 1 percent Tu, see 
Bradshaw [18]). The variation of Tu with surface length, as 
calculated from equations (21) and (22), is shown in Fig. 7 for 
the ReD case. Although the magnitude of the turbulence 
intensity in the simulated experiments is less than in real 
engines, its variation along the blade surface is comparable. 
As a consequence of the rapid acceleration near the stagnation 
point (see Fig. 3), Tu is decreased to about 50 percent of its 
inlet value and displays only a mild decay thereafter. This 
distribution is quite typical for suction surfaces and points to 
the importance of using local values of Tu, especially for 
transition calculations, rather than a characteristic reference 
value as was done in older methods. 

Pressure Gradient. Apart from the free-stream tur­
bulence, the longitudinal pressure gradient exerts the largest 
effect on transition and hence on the distribution of the heat 
transfer coefficient. The pressure gradient is often charac­
terized by the dimensionless parameter K, defined as 

K= Ve dUe 

pelf-e dx 
(30) 

For values of K larger than 3 .0x l0~ 6 , transition is sup­
pressed for small Tu, and turbulent boundary layers start to 
relaminarize. Figure 8 shows that high accelerations occur 
only for x/L<0.2, while the effect of the pressure gradient is 
negligible for the rest of the suction surface. This behavior is 
quite representative of general suction-surface situations, as 
the initial increase of the free-stream velocity usually takes 
place over small distances and, thereafter, yields low values of 
K and consequently a small effect on the momentum and 
enthalpy equations. It should be stressed that adequately 
small forward steps are required in the numerical solution 
procedure in order to resolve the steep variations in the 
pressure gradient and the associated thin boundary layer in 
the leading-edge zone. 

Surface Curvature. The effects of surface curvature on 
the boundary-layer behavior increase with the ratio of local 
boundary-layer thickness 5 to radius of curvature R (where R 
is positive for convex and negative for concave surfaces). Skin 
friction and heat transfer rates are reduced for convex cur­
vature, i.e., on the suction surfaces, and augmented on the 
concave pressure surfaces. Bradshaw [6] states that the change 
of these rates due to curvature is of the order of b/R for 
laminar flow and almost one order of magnitude higher for 
turbulent flow. The calculations have shown that b/R values 
of 0.02 are not exceeded in the laminar regime and that b/R is 
around 0.005 in the turbulent region. Hence the neglect of the 
curvature terms in the mean-flow equations and also in the 
turbulence model appears justified. 
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Variation of Fluid Properties. In the present test cases, 
the local Mach numbers exceeded unity only slightly along the 
suction surfaces. Hopkins and Inouye's [19] correlation of 
experimental data suggests that, for these values, the density 
variations due to compressibility cause only small reductions 
(of the order of 10 percent) in the skin friction and heat 
transfer coefficients. In many cases, the influence of Mach 
number is counterbalanced by the effects of the variation in 
fluid properties caused by the surface cooling, which leads to 
higher heat transfer and skin friction values. Here, for a 
temperature ratio of Tw/T0 «0 .5 , increases of 20 percent in 
the heat transfer rates have been observed in comparison with 
isothermal flow (see Sill [20]). Further, for Mach numbers 
around unity, Schlichting [21] reports only a small com­
pressibility effect on the laminar-turbulent transition. 
Altogether, the variation of fluid properties has no significant 
influence on the boundary-layer development along turbulent 
blades. 

Surface Roughness. Roughness effects become noticeable 
whenever the height of the roughness elements exceeds the 
viscous sublayer thickness <5„, which may be estimated as 

<5„ = 5-
PwuT 

(3D 

For the blades under investigation, the surface roughness 
height ks was approximately 1 micron, resulting in 
ks/L^2x 10~5. This value is compared with the computed 
sublayer thicknesses 5„ in Fig. 9. As can be seen, the 
roughness elements are well within the viscous sublayer so 
that their effect is negligible and the assumption of a smooth 
surface justified. This situation is representative of present-
day turbine blades; it should be stressed, however, that the 
smoothness requirements for blade surfaces increase with the 
Reynolds number because of the decreasing thickness of the 
viscous sublayer. 

6.2 Pressure Surface. The calculated heat transfer 
coefficients along the pressure surface are compared with the 
experimental data in Fig. 10. The computations were started 
at x/L = 0.1 for the Re _ and Re^, cases and at x/L = 0.075 for 
the Re+ case. The corresponding momentum thickness 
Reynolds numbers were 30 and 33, respectively. The results 
for the design condition Re£, are displayed at the bottom of 
Fig. 10. Due to the relatively high free-stream turbulence, the 
laminar-turbulent transition occurs shortly after the initial 
station as will be discussed further below. The continuous 
acceleration prevents the heat transfer coefficient from in­
creasing rapidly so that it grows only slightly from the point 
of transition to the trailing edge. The numerical model reflects 
this behavior very well and shows good agreement with the 
data. For the Re_ condition, the heat transfer coefficient is 
nearly constant along the blade surface because the ac­
celeration parameter K increases with decreasing Reynolds 
number so that stronger relaminarization effects are present. 
This behavior is also reproduced well by the computations. In 
the case of the highest Reynolds number, R e + , the free-
stream turbulence effect dominates over the acceleration 
effect and leads to markedly higher heat transfer rates 
toward the trailing edge, which are reproduced within the 
experimental uncertainties. In the following, the influence of 
various parameters on the heat transfer behavior is again 
discussed. 

Laminar-Turbulent Transition. The high free-stream 
turbulence levels in the leading-edge region of pressure 
surfaces lead to a very early transition. However, the 
boundary layers do not attain a fully turbulent state because 
of the relaminarizing effect of the pressure gradient. The flow 
remains transitional over the entire blade surface, especially 
so for the lower chord Reynolds numbers. This conclusion is 
supported by Fig. 11 which shows the calculated momentum 
thickness Reynolds number along the pressure surface. For 
the Refl and Re„ case, maximum values of 650 and 450 
result, respectively, which indicate clearly that the boundary 
layers are not fully turbulent. 

Free-Stream Turbulence. Figure 7 includes also the 
calculated variation of Tu along the pressure surface. The low 
free-stream velocities in the leading-edge region yield, ac­
cording to equation (28), turbulence intensities of 19 percent 
which are an order of magnitude larger than those on the 
suction surface. As was mentioned already, these high values 
cause a rapid onset of transition. 

Pressure Gradient. Figure 12 shows the acceleration 
parameter K for the pressure surface. A comparison with Fig. 
8 indicates that this parameter is much higher on the pressure 
surface than on the suction surface. For the Refl and Re^ 
conditions, the criterion for relaminarization, K=Z.Q x 
10 ~6, is exceeded over most of the surface length. From the 
last two figures it is therefore obvious that the flow on the 
pressure surface is controlled almost entirely by free-stream 
turbulence and pressure-gradient effects. 

Surface Curvature. On the pressure surface, the absolute 
value of 8/R is somewhat larger than on the suction surface in 
the initial region, but it does not exceed 0.03; beyond 
x/L = 0.4 it is constant at about 0.002. Hence, on the pressure 
surface, the neglect of curvature effects in the theoretical 
model is again justified. 

Surface Roughness. The calculated thicknesses of the 
viscous sublayer on the pressure surface are compared in Fig. 
13 with the value of the surface roughness height. As in the 
case of the suction surface, the roughness elements are em­
bedded in the viscous sublayer and hence do not exert any 
effect on the skin friction or heat transfer rates. In fact, the 
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problem of surface roughness is less critical on the pressure 
than on the suction side of turbine blades. 

7 Conclusions 

The following conclusions can be drawn from the study 
presented in this paper: 

8 The distribution of the heat transfer coefficient on the 
suction sides of turbine blades is governed mainly by the onset 
of the laminar-turbulent transition. This process in turn is 
controlled by the local values of the free-stream turbulence 
intensities and the pressure gradient. Surface curvature, 
variable fluid properties, and surface roughness (if the blades 
are well finished) exert only a negligible influence on the 
external heat transfer. The calculation method used in the 
present study predicts the heat transfer coefficients with good 
accuracy; discrepancies with the measurements occur only in 
the transitional region, where the method yields a somewhat 
faster transition than was observed in the experiments. 

• On the pressure surface, transition usually starts very 
near the leading edge because of the high relative turbulence 
intensity on this side of the blade. After this onset, there is a 
delicate balance between free-stream turbulence and pressure-
gradient effects, the former tending to promote and the latter 
to retard the transition to fully turbulent flow. Due to the 
relaminarizing effect of the pressure gradient, the boundary 
layer does not become fully turbulent on the pressure surface. 
Again curvature, variable properties, and roughness effects 
are negligible. As the free-stream turbulence level and the 
pressure gradients are both about one order of magnitude 
larger than on the suction side, the boundary layer is very 
sensitive to these parameters and a refined turbulence model is 
required that can handle the interaction of free-stream tur­
bulence and pressure-gradient effects in such complex 
boundary layers. The excellent results obtained for the heat 
transfer coefficients on the pressure surface with the present 
model show that this model is indeed capable of simulating 
adequately these effects. 
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Heat Transfer Enhancement in 
Channels With Turbulence 
Promoters 
Repeated rib roughness elements have been used in advanced turbine cooling 
designs to enhance the internal heat transfer. Often the ribs are perpendicular to the 
main flow direction so that they have an angle of attack of 90 deg. The objective of 
this investigation was to determine the effect of rib angle of attack on the pressure 
drop and the average heat transfer coefficients in the fully developed turbulent air 
flow in a square duct with two opposite rib-roughened walls for Reynolds number 
varied from 7000 to 90,000. The rib height-to-equivalent diameter ratio (e/D) was 
kept at a constant value of 0.063, the rib pitch-to-height ratio (P/e) was varied from 
10 to 20, and the rib angle of attack (a) was varied from 90 to 60 to 45 to 30 deg, 
respectively. The thermal performance comparison indicated that the increased heat 
conductance for the rib with an oblique angle to the flow (a = 45-30 deg) was about 
10-20 percent higher than the rib with a 90 deg angle to the flow, and the pumping 
power requirement for the angled rib was about 20-50 percent lower than the 
transverse rib. Semi-empirical correlations for friction factor and heat transfer 
coefficients were developed to account for rib spacing and rib angle. The 
correlations can be used in the design of turbine blade cooling passages. 

Introduction 

Fully developed turbulent heat transfer and friction in tubes 
or between parallel plates with repeated-rib rougheners have 
been studied extensively [1-7]. Considerable data also exist 
for repeated-rib-roughness in an annular flow geometry in 
which the inner annular surface is rough and the outer surface 
is smooth in order to simulate the geometry of fuel bundles in 
an advanced gas-cooled nuclear reactor [8-10]. Based on 
those previous studies, the effects of rib height-to-equivalent 
diameter ratio e/D, rib pitch-to-height ratio P/e, and rib 
angle of attack a on the heat transfer coefficients and friction 
factor over a wide range of Reynolds numbers are well 
established. Semi-empirical correlations have been developed 
for the heat transfer designer. It should be noted that the 
increase in heat transfer is accompanied by an increase in the 
pressure drop of the fluid flow. Many investigations have 
been directed toward establishing a geometry which gives the 
best heat transfer performance for a given pumping power. In 
annular flow, White and Wilkie [9] found that the greatest 
heat transfer rate per unit pumping power was obtained with 
P/e = 8 at 33 deg helix angle. In parallel-plate flow, Han et al. 
[5] concluded that the rib with a 45 deg angle of attack at 
P/e =10 provided superior performance per unit friction 
expenditure. In circular tube flow, Gee and Webb [6] and 
Sethumadhavan and Raja Rao [7] reported that the best 
performance was identified with P/e= 10 —15 at the rib angle 
of attack about 5 0 - 6 0 deg. 

Contributed by the Heat Transfer Division and presented at the ASME 
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Manuscript received by the Heat Transfer Division July 1984. Paper No. 
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In some applications, such as gas turbine airfoil cooling 
design, the heat transfer enhancement is required on two 
opposite walls of the cooling passages in order to remove 
more heat transferred from airfoil external surfaces which are 
directly exposed to the hot gases flow. The current advanced 
gas turbine blade cooling system, as sketched in Fig. 1, the 
turbulence promoters (i.e., repeated ribs) with a 90 deg angle 
to the flow have been cast onto the two opposite walls of the 
shaped internal passages [11-12]. The internal passages can be 
approximately modeled as that in the flow in rectangular 
channels with two opposite rib-roughened walls. The heat 
transfer and friction characteristics in channels of this kind 
may be different from those of circular tubes, parallel plates, 
or annuli. The earliest experimental data were reported by 
Burggraf [13], who studied the turbulent air flow in a square 
duct with two opposite ribbed walls with a = 90 deg, P/e= 10, 
and e/D = 0.055. The results indicated that the augmentation 
of the Nusselt number on the ribbed side wall and on the 
smooth side wall was 138 and 19 percent, respectively, higher 
than the four-sided smooth duct flow values; whereas the 
friction factor was about 8.6 times higher. In this study the 
emphasis was placed on the effect of entrance conditions, 
such as long duct entrance, short duct entrance, and 180 deg 
bend entrance, on the heat transfer coefficients. Only one 
particular rib geometry (a = 90 deg, P/e =10, e/D = 0.055) 
was tested. Recently, Han and Lei [14] systematically in­
vestigated the effects of rib pitch-to-height and rib height-to-
equivalent diameter ratios on the friction factor and heat 
transfer coefficients for fully developed turbulent air flow in a 
square duct with two opposite rib-roughened walls. The P/e 
ratio was varied from 10 to 40, the e/D ratio was varied from 
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Fig. 1 Cooling concept of a modern multipass turbine blade 

0.021 to 0.063, but the a was kept at a constant value of 90 
deg. Based on the four-sided smooth duct correlation and the 
four-sided ribbed duct similarity law, a general prediction 
method for average friction factor and average Stanton 
number in rectangular channels with two opposite ribbed 
walls with a = 90 deg was developed [15]. 

In general, the turbine airfoil cooling designer would like to 

Front View of Ribbed Wall 

(a) 

Square Duct with Two 
Opposite Ribbed Walls 

(b) 

Thermocouples 

' ' • • ' • ' • • ' • ' I • • » ' * • • • < f ' ' 
• J D 

Plexiglass Entrance 
Duct (Rough) 

Heated Test Duct 
(Rough) 

1S2.4cm 

(c) 

Fig. 2 (a) Rib geometry; (b) cross section of test duct; (c) sketch of test 
section 

optimize the rib geometry in order to obtain the best heat 
transfer coefficients for either a given coolant flowrate or a 
given available pressure drop across the cooling passages. The 
previous studies suggested that the rib with an oblique angle 
to the flow provided a better performance when compared to 
the rib with a 90 deg angle to the flow. However, those results 
were primarily obtained for flow in annuli, between parallel 
plates, or in circular tubes with a rib-roughened wall. The 
technical literature provides no information on the optimum 
rib angle for flow in turbine airfoil cooling passages. This 
paper examined the effect of rib angle of attack on the 
pressure drop and heat transfer coefficients in the fully 
developed turbulent flow in a square duct with two opposite 
rib-roughened walls as shown in Fig. 2. The rib height-to-
equivalent diameter ratio was kept at a constant value of 
0.063, the rib pitch-to-height ratio was varied from 10 to 20, 
and the rib angle of attack was varied from 90 to 60 to 45 to 30 

Nomenclature 

D = side-to-side dimension of the 
square duct 

e = rib height 
e+ = roughness Reynolds num­

ber = (e/Z?)Re(/72)Yl 

e+ = average roughness Reynolds 
number = (e/D)Re(f/2)y' 

f = friction factor in a four-sided 
smooth duct 

/ = average friction factor in a 
two-sided ribbed duct 

gc = conversion factor 
G = mass flux = p V 
h = heat transfer coefficients 

H = heat transfer roughness 
function 

H = average heat t ransfer 
roughness function 

k = thermal conductivity of fluid 
K/K = i n c r e a s e d _ h e a t c o n ­

ductance = (St/St)/(///)y ' 
L = test section length for friction 

pressure drop 
Nu = Nusselt number = hD/ k 

Nu = average Nusselt number in a 
two-sided ribbed duct 

Ap = pressure drop across the test 
section 

P = rib pitch 
PIP = reduced pumping 

power = (///) / (St/St)3 

Pr = Prandtl number of fluid 
q" = heat transfer rate per unit 

area 
R = momentum transfer rough­

ness function 
R = average momentum transfer 

roughness function 
Re = Reynolds number = GD/fi 

Rav = average ray length of the duct 
St = Stanton number = Nu/(Re 

Pr) 
St = average Stanton number in a 

two-sided ribbed duct 
T+ = dimensionless temperature 
T+ = dimensionless average tem­

perature 

Th = 

Tw = 

w+ = 
u+ = 

V = 
X = 

Y --
a -
P --
M = 
V = 

- bulk mean temperature of 
fluid 

= average lateral wall tem­
perature 

= dimensionless velocity 
= dimensionless average ve­

locity 
= average velocity of fluid 
= the axial distance from the 

heated test duct 
= distance from the wall 
= flow attack angle 
= average density of fluid 
= average viscosity of fluid 
= efficiency index = 

(St/St)/(///) 

Subscripts 

s = 

R --

r = 

= smooth side walls in a two-
sided ribbed duct 

= ribbed side walls in a two-
sided ribbed duct 

= four-sided ribbed duct 
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deg, respectively. The Reynolds number range of this in­
vestigation extended from 7000 to 90,000. Air was the 
working fluid; constant wall heat flux was the boundary 
condition. This paper will first describe the experimental 
results. The thermal performance comparison will then be 
discussed and the semi-empirical correlations for friction 
factor and heat transfer coefficients will be presented. 

Experimental Results 

The Experimental Apparatus. An experimental facility 
was constructed to test the enhancement technique and to 
provide the smooth duct reference data. A schematic of the 
test rig is shown in Fig. 2. A detailed description of the test 
section is referred to [14-15]. Only a brief discussion will be 
addressed here. Air was forced through a 10.16 cm (4 in.) 
diameter tube equipped with a 5.08 cm (2 in.) diameter 
calibrated orifice plate to measure flow rate. An unheated 
entrance duct (152.4 cm, or 60 in.) was used between the tube 
and the heated test duct (152.4 cm). This plexiglass entrance 
duct served to establish hydrodynamically fully developed 
flow at the entrance to the heated test section. At the end of 
the test duct, the air was exhausted into the atmosphere. 

The test duct, which consisted of four heated parallel 
aluminum plates, 0.635 cm (0.25 in.) thick, had 7.6 cm by 7.6 
cm (3 in. by 3 in.) cross-sectional dimensions and a heated 
length of 20 duct diameters. The brass rib had a square cross 
section (0.476 cm by 0.476 cm, or 0.1875 in. by 0.1875 in.) 
and was glued onto the two opposite walls of the square duct 
(both entrance and test duct) in a required distribution (P/e) 
and angle of attack (a). The glue thickness of this in­
vestigation was estimated to be less than 0.0127 mm (0.005 
in.). Woven heaters embedded in silicone rubber were adhered 
uniformly between the aluminum plate and a wood panel to 
insure good contact. Each aluminum plate had one woven 
heater; each heater could be independently controlled by a 
variac transformer and provided a controllable constant heat 
flux for the test plate. The entire test section was well in­
sulated by fiberglass material. The test section was in­
strumented with 36 thermocouples distributed along the 
length and across the span of the aluminum plates. Ther­
mocouples were also used to measure the bulk mean air 
temperature entering and leaving the test section. Five 
pressure taps along the test duct (three on the smooth side and 
two on the ribbed side) were used to measure the static 
pressure drop across the test section. 

Analysis of Data. In the hydrodynamically fully 
developed duct flow, the friction factor can be calculated 
from 

f=Ap/[4(L/D)(G2/2pgc)] (1) 

During the runs, it was observed that the magnitude of the 
pressure drop over the test duct was about the same when 
measured from the pressure taps, either on the smooth side 
wall or on the ribbed side wall. The friction factor calculated 
from equation (1) was an average value between the smooth 
side wall and the ribbed side wall over the test duct. The 
average friction factor of the present investigation was based 
on the adiabatic conditions (tests without heating). The 
maximum uncertainty in the average friction factor was 
estimated to be less than 6.6 percent for Reynolds number 
greater than 10,000 by using the uncertainty estimation 
method in [16]. 

During the rib-roughened duct test, it was found that the 
wall temperature paralleled the bulk mean air temperature at 
downstream distances ranging from 3 to 5 duct diameters 
from the start of heating. This implied that the flow was in the 
thermally fully developed region after X/D>5. In fully 
developed region, the Nusselt numbers can be calculated from 
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Fig. 3 Friction and heat transfer results for smooth duct 

Nus = [q?/(fw-Tb)s](D/k) (2) 

NuR = \gZ/(Tw-Tb)R](D/k) (3) 

Nu= 1 / 2(Nu s+Nu^) (4) 

The q's' and qR represent the net heat flux from the smooth 
side wall and the ribbed side wall to the fluid, respectively, 
whereas (Tw~Tb)s and (Tw-Tb)R are the thermal driving 
forces averaged over the span of the smooth wall and the 
ribbed wall in the fully developed region, respectively. The net 
heat flux is the heat flux generated from the heater, sub­
tracting from heat loss to the environment through the in­
sulation material, i.e., q" (net) = <7" (heater)-q" (loss). The 
maximum heat loss from the smooth side wall and the ribbed 
side wall was estimated to be less than 5 and 3 percent, 
respectively, for Reynolds numbers greater than 10,000. 
Equation (2) was used for the smooth side wall Nusselt 
number calculation and equation (3) was for the ribbed side 
wall while equation (4) was for the average Nusselt number in 
a duct with two opposite ribbed walls. Notice that the ribbed 
side heat flux q'R was based on the projected heat transfer area 
(not including the increased rib surface area). The maximum 
uncertainty in the Nusselt number was estimated to be less 
than 6.8 percent for Reynolds number greater than 10,000. 

Experimental Results for Smooth Duct. Before initiating 
experiments with rib-roughened walls, the friction factor and 
heat-transfer coefficients were measured for a fully developed 
four-sided smooth duct and compared with the results given 
in the literature, as shown in Fig. 3. As seen by the figure there 
is good agreement between existing correlations and the 
experimental results for the present smooth duct with 7.6 cm 
by 7.6 cm cross section. The friction factor differs by up to 
9.0 percent from the modified Karman-Prandtl equation [17], 
and the Nusselt number differs by up to 9.5 percent from 
either the Petukhov-Popov equation [18] or the modified 
Dittus-Boelter equation. The modified Karman-Prandtl 
equation for the four-sided smooth duct friction factor by 
Brundrett [17] is 
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Table 1 Rib geometry tested for e/D = 0.063 
P/e = 10 P/e = 20 

Friction Heat transfer Friction Heat transfer 

a = 90 deg 
a = 75 deg 
a = 60 deg 
a = 45 deg 
a = 30 deg 
a = 15 deg 
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Fig. 4 Average friction factor with varied a for P/e = 10 

l/(/) l /"=4.0 1og10[Re(/),/!]-0.4 

+ 4.0log10(2Rm/D) (5) 
where 2Rav/D= 1.156 for a square duct. The Petukhov-
Popov equation for the four-sided smooth duct heat transfer 
[18] is 

Nu = (/72)Re Pr/[1.07 + 12.7(//2),/2(Pr2/3 - 1)] (6) 
The modified Dittus-Boelter equation for the four-sided 
smooth duct heat transfer is 

Nu = 0.023 Re08 Pr0-4(2flo„/Z))- (7) 

Experimental Results for Rib-Roughened Duct. The ribs 
had a square cross section and were glued in-line onto the 
surfaces in patterns to achieve the desired spacing and angle 
of attack. A total of 11 rib geometries was tested for the 
square duct with two opposite ribbed walls, as shown in Table 
1. 

The average friction factor versus Reynolds number for the 
different rib angle is shown in Figs. 4 and 5. For the a = 90, 
75, 60, and 45 deg, the friction factor approaches an ap­
proximately constant value as the Reynolds number increases 
while the friction factor decreases with Reynolds number 
when a = 30 and 15 deg. For the case of P/e = 10 as seen from 
Fig. 4, the friction factor with a = 90 deg is about three to ten 
times higher than the four-sided smooth duct over the range 
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of Reynolds numbers. The friction factor with a = 45 deg is 
about the same as a = 90 deg; however, it decreases by 20-40 
percent when the a changes from 90 to 30 deg. It is noted that 
the friction factor with a = 60 deg (or 75 deg) is about 50 
percent higher than a = 90 deg. The results with P/e = 20 have 
similar trends to P/e =10; however, the friction factor is 
relatively reduced, as shown in Fig. 5. 

The orientation of the ribs with respect to the ther­
mocouples in the fully developed region {X/D = 9.1 -15.3) is 
shown in Fig. 6. It is seen that the local Nusselt number 
variation in both streamwise and spanwise directions is less 
than 6 percent for a = 90 and 30 deg. The Nusselt numbers 
shown in Figs. 7-8 were based on the average value in the fully 
developed region results (X/D = 9.1 -15.3). The data show 
that the Nusselt number (therefore the heat transfer coef­
ficients) increases with increasing Reynolds number as the 
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conventional turbulent pipe flow. As indicated in Fig. 7, the 
Nusselt number of the ribbed side wall with a = 90 deg is 
about 2.5 times higher than that of the four-sided smooth 
duct. The Nusselt number with a = 30 deg is about 5-10 
percent higher than a = 90 deg, whereas the Nusselt number 
with a = 45 deg (60, and 75 deg) is about 25 percent higher 
than a = 90 deg. The Nusselt number of the smooth side wall 
is also higher than that of the four-sided smooth duct by 
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30-80 percent due to the presence of the ribs on the adjacent 
walls. It is observed that the ribs with an oblique angle to the 
flow have more influence on the smooth side walls. 
Therefore, the average Nusselt number (average of the ribbed 
side and the smooth side walls) for the ribs with an oblique 
angle to the flow is higher than that of the rib with a 90 deg 
angle to the flow. The results for P/e = 20 have the similar 
trends to P/e =10. However, the heat transfer is relatively 
reduced as shown in Fig. 8. 
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Thermal Performance Comparison 
The average friction factor and the average Stanton number 

versus the rib angle of attack for Re = 50,000 and P/e = 10 and 
20 are shown in Fig. 9. The data of the 0 deg angle of attack 
were obtained from the present smooth duct results. Both the 
friction and heat transfer increase with decreasing a, and 
reach a maximum value at a approximately 60-70 deg, then 
decrease with further decreasing a. It is noted that the amount 
of the friction factor decrease is relatively larger than of the 
Stanton number when the rib angle of attack changes from 60 
to 30 deg. This suggests that the best thermal performance 
may be obtained at the rib flow attack angle around 45-30 
deg. 

The efficiency index 17 versus the average roughness 
Reynolds number e+ is presented in Fig. 10. It is clearly seen 
that the best r/ is obtained with the 30 deg flow attack angle. 
These comparisons also suggest that the preferred operating 
condition is for smaller e+ (i.e., either smaller e/D or Re) for 
a given rib spacing and rib angle of attack. 

Three design objectives for internally rib-roughened sur­
faces when compared to the smooth surface as discussed in [6] 
are 

1 reduced heat transfer surface area for equal pumping 
power and heat duty 

2 increased heat conductance for equal pumping power 
and heat transfer surface area; a higher heat con­
ductance may be used to obtain increased heat duty 

3 reduced pumping power for equal heat duty and heat 
transfer surface area 

According to the analysis shown in [6], the performance 
equation of the present study can be expressed as 

K/K 

(P/P)U\A/A)2n (f/f) 

St/St 
riTJ (8) 

Equation (8) provides an expression containing the 
parameters K/K, PIP, and A/A defined in terms o f / / / a n d 
St/St. 

The turbine airfoil cooling designer would like to have 
either increased heat conductance (K/K) for equal pumping 
power (P/P = 1) and heat transfer surface area (A/A = 1), or 
reduced pumping power (P/P) for equal heat conductance 
(K/K= 1) and heat transfer surface area (A/A = 1). Increased 
heat conductance versus e+ is shown in Fig. 11. Reduced 
pumping power for the data of this study is depicted in Fig. 
12. The increased heat conductance increases with decreasing 
a and reaches a maximum value at a approximately 45-30 
deg, while the pumping power requirement (reduced pumping 
power) decreases with decreasing a and reaches a minimum 
value at a approximately 45-30 deg. It is seen that the in­
creased heat conductance with a = 45-30 deg is about 10-20 
percent higher than at a = 90 deg, whereas the pumping power 
requirement with a = 45-30 deg is about 20-50 percent lower 
than a = 90 deg over the range of e+ . It is noted that the K/K 
should be greater than 1.0 and P/P should be smaller than 
1.0, respectively, in order to have advantages in using the 
turbulence promoters. The pumping power requirement for 
the P/e = 10 is about 20 percent lower than the P/e = 20 at the 
same rib oblique angle. Again the preferred operating con­
dition is for smaller e+ . 

In general, the performance is greatly improved when a 
varies from 90 to 60 deg, and gradually reaches a maximum 
value at a about 45-30 deg, then returns to the smooth duct 
result when a further varies from 30 to 0 deg. It is noted that 
the best performance angle was reported about 45-50 deg for 
flow between parallel plates and in tubes by the previous 
investigations [5-6]. Based on these observations, it may be 
concluded that the best rib angle is shifted from a 45-50 deg 
for flow between parallel plates to a smaller angle of 45-30 
deg for flow in a square duct with two opposite ribbed walls. 
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Fig. 13 Friction factor correlation 

Friction and Heat Transfer Correlations 

For the results of rib-roughened surfaces to be most useful, 
general correlations are required for both the friction factor 
and the heat transfer coefficients which cover a wide range of 
parameters (e/D, Re, P/e, a). 

Since Nikuradse [19] found the law of the wall and 
developed the so-called friction similarity law to correlate the 
friction data for fully developed turbulent flow in tubes with 
sand roughness, the method has been successfully extended to 
correlate the friction data for turbulent flow in tubes with 
repeated-rib roughness [2]. Assuming that the same method 
can be applied to flow in a four-sided ribbed duct, the law of 
the wall can be expressed by the dimensionless velocity profile 
normal to the wall 

u+ =2.5 ln(y/e)+R(e + ) (9) 

Integration of equation (9) across the cross-sectional area of a 
flow channel gives 

ti+ = - 2 . 5 + 2.5 ln(l/e)+R(e + ) (10) 

where / is the distance between the ribbed wall and the 
position of zero shear stress (i.e., / = l / 2 D). The dimen­
sionless average velocity across the channel in a four-sided 
ribbed duct can be written in terms of the friction factor fr as: 
u+ =(2 / / r )

1 / 2 . Inserting u+ into equation (10), the friction 
similarity law for flow in a four-sided ribbed square duct 
yields 

R(e + ) = (2/fr)
W2+2.5 ln(2e/D) + 2.5 (11) 

Assuming that equation (11) can be applied for flow in a 
square duct with two opposite ribbed walls, by replacing R 
and / for R and/,., the friction similarity law of the present 
study becomes 

R(e + ) = (2/f)W2+2.5 ln(2e/D) + 2.5 (12) 

It should be noted that R(e + ) a n d / , is for flow in a four-
sided ribbed duct, whereas R(e + ) and / i s for flow in a two-
opposite-ribbed duct. It is expected that R is larger than R for 
a given e/D ratio because / is smaller than fr. It was found 
that all the data of the different e/D ratios 
(e/D = 0.021-0.063)_ were approximately correlated into a 
constant value of R in fully rough regime for a given rib 
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angle of attack (a = 90 deg), and rib pitch-to-height ratio 
(P/e =10 or 20) [14]. Once R is experimentally determined, 
the friction factor can be predicted from equation (12) for a 
given e/D ratio. 

Correlation of the present friction data is shown in Fig. 13. 
The R is independent of e+ for a = 90 to 45 deg while the R 
increase with increasing e+ (because / decreases with in­
creasing Reynolds number) for a < 45 deg. The dependence 
of i? on P /e and a shown in Fig. 13 is: 

(13) 

R/[(P/e/10)° 35(0.003e+ )"] = 15.6 - 31.6(a/90 deg) 

+ 21.1 (a/90 deg)2 

where 

n = 0 i f a>45deg 

« = 0.17 i f a < 4 5 d e g 

Equation (13) is the average friction factor correlation of the 
present data with a confidence level of ±5 percent. For the 
given e/D, P/e, a, and Re, the average friction factor can be 
found by combining equations (12) and (13). 

Dipprey and Sabersky [20] developed the so-called heat 
transfer similarity law to correlate heat transfer data for fully 
developed turbulent flow in tubes with sand roughness. This 
similarity method has been extended to correlated heat 
transfer data for turbulent flow in rib-roughened tubes [2]. It 
is assumed that the same method can be applied for flow in a 
four-sided ribbed duct using the heat and momentum transfer 
analogy, giving a dimensionless temperature profile normal to 
the ribbed wall as: 

T+ =2.5 ln(y/e)+H(e+ , Pr) (14) 

Integrating equation (14) over the flow channel cross section 
and combining with equations (10) produces 

f+ =(2fr)
]/2-R(e+)+H(e+, Pr) (15) 

where the dimensionless average temperature profile can be 
expressed by: f+ = (fr/2)W2/Str. Substituting f + into 
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equation (15), the heat transfer similarity law for flow in a 
four-sided ribbed duct yields 

H(e+, Pr) = R(e+) + [fr/(2Str) -l]/(fr/2)'/2 (16) 

Assuming that equation (16) can be applied for flow in a 
square duct with two opposite ribbed walls by replacing H, R, 
f, St for H, R, fr, and Str, respectively, the heat transfer 
similarity law of the present study becomes: 

H(e\ Pr) = JR(e + ) + [ / / (2St)- l] /( / /2)1 / 2 (17) 

Correlation of the present heat transfer data is shown in Fig. 
14. No significant dependence of H on Pie is observed. For a 
Prandtl number of 0.7 of the present study, the dependence of 
Hon a and e + shown in Fig. 14 can be represented by 

# ( e + ) = 3.74(a/90deg)a3(e + )0-28 (18) 

The deviation of equation (18) is about ± 10 percent. If H, R, 
a n d / a r e known, the average Stanton number (St) can be 
found by combining equations (17) and (18). 

In design consideration, correlations for the ribbed side 
wall Stanton number (St#) and the smooth side wall Stanton 
number (StJ may be useful. Assuming that equation (17) can 
be used to correlate the ribbed side wall heat transfer data by 
replacing HR and St^ for AT and St, one obtains 

HR(e\ Pr) = R(e + ) + [f/(.2StR) -l]/(f/2)l/2 (19) 

Heat transfer correlation of the ribbed side wall shown in Fig. 
Mis 

HR/{P/e/10)°-M =2.83(a/90deg)°-3(e+)0-28 (20) 

The deviation of equation (20) is about ±10 percent for 
P/e=l0, and ±13 percent fo rP /e = 20. If HR, R, a n d / a r e 
known, the ribbed side wall Stanton number (St^) can be 
determined^ by combining equations (19) and (20). After 
obtaining St and St^, the smooth side wall Stanton number 
can be found by Sts = 2St - St«. 

Conclusions 

An experimental study of fully developed turbulent air flow 
in a square duct with two opposite rib-roughened walls has 
been performed. The effects of rib angle of attack and rib 
spacing on the heat transfer coefficients and friction factor 
have been investigated. The following conclusions can be 
drawn: 

1 For Pie = 10, the average Nusselt number of a = 90 deg 
is about two times higher than the four-sided smooth duct 
value, whereas the average friction factor is about four-six 
times higher. Best thermal performance is achieved at angles 
of attack of 30 and 45 deg for both Pie ratios. The average 
Nusselt number of a = 30 deg is about 5 percent higher than 
a - 90 deg while the average friction factor is about 20-45 
percent lower. At a = 45 deg the average heat transfer is 25 
percent greater than at a = 90 deg, and the average friction 
factor remains the same. The results for PIe = 20 show trends 
similar to those of P /e=10 ; however, the friction and heat 
transfer enhancement are relatively reduced. 

2 The efficiency index for a = 30 deg is about 30-50 
percent higher than that for a = 90 deg. The increased heat 
conductance with a = 45-30 deg is about 10-20 percent higher 
than that with a = 90 deg; the pumping power requirement for 
the a = 45-30 deg is about 20-50 percent lower than for a = 90 
deg. The pumping power requirement for P/e= 10 is about 20 

percent lower than Pie = 20 at the same rib angle. It is con­
cluded that the ribs with an oblique angle (30-45 deg) to the 
flow provide a better performance than the ribs with a 90 deg 
angle to the flow which is currently being used in the modern 
gas turbine internal cooling passages. 

3 Correlations for the average friction factor, the average 
heat transfer, and the ribbed side wall heat transfer have been 
obtained to account for e/D, Pie, a, and Re for flow in a 
square duct with two opposite ribbed walls. The correlations 
can be used for turbine blade internal cooling design. 
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The Transpired Turbulent 
Boundary Layer in Various 
Pressure Gradients and the 
Blow-Off Condition 
An experimental study of the reduction in heat transfer to a transpiration-cooled 
flat surface subjected to pressure gradients (zero, negative, and positive) is 
presented for flow conditions similar to those encountered in gas turbines. The 
investigation is carried out for high injection rates and determines the blow-off 
conditions under which the boundary layer is lifted away from the wall by the 
transpired coolant. The study was conducted in a hot blow-down wind tunnel 
facility. The transient nature of the facility ensures that the wall remains isother­
mal. The Reynolds number, the ratio of the gas to wall temperatures, and the 
pressure gradient parameters K are chosen to be representative of the conditions 
found in advanced gas turbines. The effect of the pressure gradient was found to be 
small. However, a local strong acceleration can reduce the cooling effectiveness. 
The heat transfer rates or Stanton numbers on a solid surface downstream of a 
transpiration cooled wall are found to be sensitive to the upstream injection ratio 
(b) and to the pressure gradient parameter. The data indicate that the ratio of 
Stanton numbers with and without cooling is nonzero for values of the injection 
parameters larger than values obtained theoretically by Kutateladze. The predicted 
value of the critical injection ratio (bcr) determined from this study agrees well with 
the experimental data of Liepmann and Laufer for a free mixing layer, which is 
similar to a transpired boundary layer near blow-off as pointed out by Coles. 

Introduction 

Cooling by mass transfer is a most effective means to 
reduce high heat fluxes. It can be accomplished by several 
different methods: film, transpiration, and ablation. The first 
two methods are the only feasible means in devices and 
machines with long life expectancy. 

In transpiration cooling, the coolant is introduced through 
a porous wall. In this process, the wall is convectively cooled 
and the external heat transfer coefficient is decreased. Thus, 
transpiration cooling is considered to be the most effective 
scheme for air cooling. However, the use of a porous wall 
creates structural problems and more importantly a risk of 
fast oxidation associated with clogging. 

The effective utilization of transpiration cooling requires a 
good understanding of its performance under conditions 
representative of operating gas turbines, particularly when 
large coolant flows are used to reduce the risk of oxidation. 
Therefore, the objectives of this study are: 

1 To investigate the relationship between coolant flow rates 
and cooling effectiveness in a turbulent boundary layer, under 
conditions similar to those found in modern gas turbine 

Contributed by the Heat Transfer Division and presented at the ASME 
Winter Annual Meeting, New Orleans, Louisiana, December 9-14, 1984. 
Manuscript received by the Heat Transfer Division July 1984. Paper No. 
84-WA/HT-71. 

engines. The emphasis is on conditions with high coolant flow 
rates. Configurations with uniform and uneven injections are 
also studied. 

2 To determine the conditions for which blow-off occurs. 
The purpose of this study is to determine the validity of one of 
two criteria: The first is based on the conventional modeling 
of a turbulent wall boundary layer and the second is based on 
the ability of the layer to entrain the transpired flow rate. 

The Transpired Laminar Boundary Layer 

The laminar case is well understood and solutions exist for 
different configurations such as the flat plate, the cylinder, 
the cone, and aerofoils. These solutions relate the ratios of 
skin frictions (Cf/C^) and heat fluxes (St/St0) with and 
without transpiration to the product F>Re0-5 where F is the 
coolant-to-mainstream mass flux ratio and Re is the Reynolds 
number. The limit of effective coolant injection is reached at 
the blow-off point when the skin friction and/or the heat flux 
vanish. Emmons and Leigh [1] studied the case of blow-off 
for a transpired laminar boundary layer in a constant velocity 
main flow and uniform injection. Their study indicates that 
blow-off will occur when the product of /•'•Re05 is equal to 
0.619. This corresponds to a value of the injection parameter: 
b = (F/St„) = (2F/CP) = 1.5 for a Prandtl number Pr = 0.7. 

636/Vol. 107, JULY 1985 Transactions of the ASME 

Copyright © 1985 by ASME
Downloaded 01 Jun 2010 to 171.66.16.71. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



The Transpired Turbulent Boundary Layer 

The transpired turbulent layer has been much studied 
although much effort has been spent for low injection rates 
and uniform near isothermal conditions. Extensive reviews 
are given by Jeromin [2], Hartnett and Sastri [3], Kays [4], 
Kays and Moffat [5], and by Coles [6]. For values of the 
injection parameter b<4, measurements of heat transfer and 
velocity [7] profiles agree well with the results of analyses 
based on a model of the turbulent boundary layer following 
the "law of the wall." The blow-off condition has been 
studied for turbulent boundary layers, by Hacker [8], 
Kutateladze and Leont'ev [9], Mironov [10], Bayley and 
Turner [11], and Coles [6]. Based on the data of Mickley and 
Davis [12], the analysis of Hacker estimated that at blow-off 
F» Re"-2 =0.09 which corresponds to b = 2A. Kutateladze 
and Leont'ev predicted £> = 4.0 at blow-off in their analysis 
valid for constant velocity, for uniform injection under 
isothermal conditions, and Reynolds numbers close to in­
finity. Their analysis uses a conventional "law of the wall" 
representation of the turbulent boundary layer at conditions 
near the blow-off. Later they provided corrections for a wider 
range of conditions while Bayley and Turner developed a 
correction for streamwise acceleration. A general form of the 
prediction is b = 4.0 (1 + 0.83/Re,,,014). Coles pointed out that 
the transpired boundary layer at the blow-off point should be 
equivalent to a free mixing layer. Since the integral 
momentum equation becomes dd/dx = F at the blow-off point 
for a transpired boundary layer over a flat plate and since the 
experimental data of Liepmann and Laufer [13] for the free 
mixing layer yield: d0/dx = O.O35, Coles proposed that 
F= 0.035 at the blow-off point. This criterion means that 
blow-off will occur when the injection rate is larger than the 
entrainment rate of the turbulent layer. Both the work of 
Bayley and Turner in a turbine cascase and of Morris et al. 
[14] have found that the analysis of Kutateladze and Leont'ev 
did not accurately predict the measured heat transfer and the 
flow conditions near blow-off. Kutateladze and Mironov [15] 
reviewed experimental studies of the turbulent boundary layer 
with strong injection. 

The Experiment, Its Design and Operation 

(a) The Experiment. The basic flow configuration in­
volved a smooth flat wall, low Mach number with tem­
perature and pressure ratios similar to those of advanced gas 
turbines. The Reynolds number was about 106 and tests were 
performed for four values of the pressure gradient parameter 
^ = 0.0, -0.30«10~6, 0.65-106, and 1.2-10"6. The porous 
section of the flat wall was made of a sintered bronze plate. 
The tests were performed in a hot blow-down wind tunnel 
facility using transient measuring instruments and data 
acquisition system. The details on the experimental facility are 
given in [16]. 

GCTTCtl WALL 
(INSTnOHLNTCP) 

JL 
E zo: 

Fig. 1 The hot blow-down facility 

(6) The Blow-Down Facility. Figure 1 shows a high-
temperature blow-down wind tunnel. Air is heated in an 
electric heat exchanger and expands through the facility after 
rupture of a diaphragm which is initiated by the motion of an 
electrically controlled plunger. The mass flow of air is con­
trolled and measured by a calibrated orifice. After the orifice, 
the hot air expands through a supersonic nozzle which ends in 
a matrix of small tubes acting as a supersonic flow diffuser 
and flow straightener. The cross section of the flow area is 
then changed from circular to rectangular. This is followed by 
a constant width subsonic diffuser. A manually operated 
valve is located between the heated diffuser and the room 
temperature test section. The valve is opened just before the 
test. 

(c) The Test Section. The test section is made of three 
parts: a nozzle, a test channel, and an outlet section with an 
exit orifice designed to maintain a Mach number of 0.155 at 
the inlet of the test channel. The test channel was designed to 
minimize any three-dimensional flow. The dimensions of the 
channel are width of 50.8 mm, an inlet height of 104.8 mm, 
and a channel length of 228.6 mm. The flow conditions were 
determined using the similarity rules given in Louis [17]. The 
turbine conditions to be simulated are flow temperature and 
pressure of 1700 K and 12 bar respectively for a metal tem­
perature of HOOK. 

Similarity considerations lead to the selection of the 
following conditions: inlet Mach number of 0.157, flow 
temperature of 490 K, pressure of 2.7 bar, density of 1.92 
kg/m3, and a wall temperature of 300 K. The transient nature 
of the facility ensures that the wall remains isothermal. The 
test channel is made of two close tolerance Plexiglas walls, 
one flat instrumented with its porous section and one a top 
wall with a contour that generated a streamwise pressure 
gradient. 

Nomenclature 

b = injection parameter = (F/St0) 
or (2F/Cjo) 

c = specific heat 
Cf = skin friction coefficient 
F = blowing parameter = 

(pv)w/(pu)a 
H = shape factor = 8*/6 
k = conductivity 
K = pressure gradient parameter = 

(v/u2J (dum/dx) 
lB = thickness of the porous 

calorimeter 

qw = wall heat flux 
qc = conduction losses 
qr = radiation losses 
Re = Reynolds number 
St = Stanton number 
T = temperature 
u - velocity (streamwise) 
v = velocity (transverse) 
5 = boundary layer thickness 

5* = boundary layer displacement 
thickness 

6 = boundary layer momentum 
thickness 

5E = boundary layer 
thickness 

fi = dynamic viscosity 
v = kinematic viscosity 
p = density 

T,„ = skin friction 
TD = diffusion time 

Subscripts 
0 = solid wall 

oo = free stream 
w = wall 
B = calorimeter 
c = coolant 

enthalpy 
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Fig. 3 Details of the cavity design 

(rf) The Instrumented Wall (Fig. 2). A boundary layer 
suction slot is located at the entrance of the channel. A 
sandpaper strip is positioned upstream of the porous wall to 
provide a turbulent trip of the boundary layer. The location 
of the strip is such that it initiates a uniform two-dimensional 
boundary layer with a maximum thickness equal to 10 percent 
of the channel width. The injection of the transpired air can 
be introduced through 11 cavities. The top of each cavity can 
be covered by either a solid or porous plate. 

A calorimeter is installed in each solid wall at midwidth. 
The porous plates were cut from a sheet of sintered bronze 
with an average roughness of about 160 microinches. 

(e) The Coolant Injection System. The system was 
designed to provide a uniform pressure and flow distribution 
at the injection plate and, to assure a short fill-up time (150 
ms) of the cavities. The coolant injection system consists of a 
main reservoir, air valves, secondary reservoirs, calibrated 
choked orifices, and the injection cavities. In order to achieve 
uniformity of the transpired flow, the coolant air is first 
brought along the bottom wall of each cavity and three ad­
ditional porous plates are inserted inside each cavity (Fig. 3). 

(J) Instrumentation and Data Acquisition. Pursuant to 
the objectives of the experiment, the following parameters 
were measured: 

1 mainstream total pressure and temperature 
2 static pressure along the solid walls 
3 coolant pressure and temperature in the reservoirs and 

the cavities 
4 heat flux in the solid and porous walls 

The pressure measurements were made using Setra 204E 
and 202E transducers. The temperature measurements used 

Fig. 4(a) The new solid calorimeter 

Fig. 4(b) The porous calorimeter 

copper-constant on thermocouples. The outputs of these 
gages were amplified, digitized, stored in memory, and later 
sent to a minicomputer for analysis. Although initial ex­
periments used solid calorimeters in the porous wall, most of 
the data were taken with porous calorimeters located in the 
porous wall and with solid calorimeters for measurements 
made in the solid wall. The porous calorimeter was designed 
to provide better accuracy near blow-off conditions. 

(g) The Calorimeters. These were used to measure the heat 
flux in a transient experiment lasting 1.3 s; steady flow 
conditions were reached after 0.35 s. Diagrams of the two 
types of calorimeters are given in Fig. 4. The solid calorimeter 
was made of a small rectangular block of copper. The side 
exposed to the heat flux was 1.58 mm and 3.17 mm in the 
directions respectively parallel and transverse to the flow. The 
thickness of the copper was 0.92 mm. The back side of the 
copper element was exposed to the air sealed in the cavity of 
the Teflon holder. The thermocouple wires (0.075 mm in 
diameter) were attached to the copper element by inserting 
them through a small hole in the center of the element and 
soldering them to the copper. The wires were separated as 
they emerged from the copper. An analysis [16] indicated a 
diffusion time of 7.3 ms, a conduction heat loss of 2.4 percent 
at 0.4 s in the test, and a characteristic rate of temperature rise 
of 15.9 K/s. The comparison of measured heat flux data for 
the solid wall with existing correlations showed very good 
agreement, indicative of a well-behaved turbulent boundary 
layer. 

The porous calorimeter was made of the same material as 
the transpired plate. Since the plate and the calorimeter have 
the same temperature rise, the conduction losses are in­
significant for equal injection rates. The gage has a 
streamwise length of 4.76 mm and a maximum length of 7.94 
mm, and the diffusion time is calculated to be 150 ms. The 
average temperature of the gage was measured by putting the 
thermocouple junction in intimate contact over the depth of a 
hole in the center of the element with silver epoxy. The 
perimeter of the gage was taped. The gage was inserted into 
the slot cut in the porous plate. 
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Fig. 6 Comparison of the measured cooling effectiveness with those 
of others; constant free-stream velocity 

The heat flux can be calculated from the gage thermocouple 
as follows: 

1 The energy balance of the porous gage can be written as 

dfB 
<7,v = PBCB 1 B —^- + (fiv)ccc(Tw - Tc) + qc + qr 

2 Since the conduction and radiation losses are negligible 
and since the mainstream conditions are constant, the small 
rise in wall temperature can be equated with the rise in gage 
temperature and the energy balance can be written as 

Q«=PBCB^B—.— + dt ( ' • ' (PflCfllfl) / 

£ 
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Fig. 7 The effect of upstream injection; constant free-stream velocity 

The value of the derivative (dTB/dt) was determined using a 
third-order polynomial approximation in a least-square 
method when the heat flux is calculated. 

Experimental Results and Their Analysis 

(A) Solid Wall Heat Fluxes. The fluxes were measured for 
reference and calibration. The results for the case of zero 
pressure gradient are shown in Fig. 5 and compared with 
existing correlations given in Eckert and Drake [18]. The 
agreement is indicative of a well-behaved two-dimensional 
turbulent boundary layer. 

(B) Transpired Wall Heat Fluxes in Zero Pressure 
Gradient. Figure 6 shows a comparison of the transpired 
wall heat fluxes with the other results; the studies of Moffat 
and Kays [19] used a small temperature difference of 15 K 
between wall and main flow and a velocity of 15 m/s while 
Romanenko and Karchenko [20] used 100 K and 50 m/s. 

The results of the three studies are in good agreement for 
moderate values of b. Measurements with the initial solid and 
porous gages are in reasonable agreement. A difference arises 
for values of b > 4 while the difference is of the same order as 
the absolute uncertainty of the results [19]. The local variation 
of the Stanton number ratio as a function of b is given in Fig. 
7 for two levels of injection upstream of the cavity on which 
the measurement is taken. It can be seen that the boundary 
layer adjusts itself quickly to the local injection level. 

For b>6, the variation of the Stanton number ratio is 
nearly linear (Fig. 7). A linear extrapolation of the data for 
large injection rates yields a value of b= 16.5 at the blow-off 
point. This value agrees with the criterion of Coles that the 
boundary layer at blow-off should be equivalent to a free 
mixing layer and consequently that F= 0.035 or 
b = F/St0 =0.035/0.00218 = 16.1, indicating the blow-off 
occurs when the injection rate equals or surpasses the en-
trainment rate of the layer. These results suggest that for 
b>4, the transpired turbulent boundary layer cannot be 
accurately described by a layer following the "law of the 
wall." But more likely, it could be described by an "outer 
boundary layer" entraining the injected flow which at blow-
off acquires the characteristics of a free mixing layer. 

A review article by Kutateladze and Mironov recently 
known to the authors, provides data which correlate the above 
analysis. First, the data also indicate that the injection 
becomes dominant in the inner layer at value of b > 6.0. Data 
also indicate that the intermittency decreases toward the wall 
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as would be expected when the inner layer takes after a free 
mixing layer. Temperature profiles in the vicinity of the wall 
corroborate our data indicating that blow-off conditions 
occur at values of b > 16.5. 

(C) The Effect of Pressure Gradients. In the range tested 
the pressure gradients are found to have relatively little in­
fluence on the ratio of Stanton numbers as can be seen in Figs. 
8 and 9. The turbulent boundary layer integral equations 
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Fig. 10 Local variation of the Stanton number ratio as a function of 
upstream injection rate; constant free-stream velocity 
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indicate that the pressure gradient parameter influences the 
displacement and momentum thicknesses directly while the 
energy thickness does not show any direct effect. Although 
the value of the St0 is influenced by the pressure gradient 
parameter K, the ratio of Stanton numbers shows little in­
fluence of the pressure gradient parameter (Figs. 8 and 9) but 
a slight influence of the upstream injection is found which is 
characterized by a small reduction of the ratio of Stanton 
numbers with increasing upstream injection level. 
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data taken in cavity number 7; cavities numbers 1 to 6 had a solid plate 
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(D) Effect of Nonuniform Injection. As shown above, 
changes in upstream injection have been found to have a 
negligible influence on the downstream heat fluxes on smooth 
porous surface. The following experiments study two cases of 
practical importance. The first is representative of the cooling 
in the region close to the trailing edge of a turbine blade where 
the coolant feed rate is small, and it is important to determine 
the reduction in heat flux achievable with increasing up­
stream injection rates. The only previous study of this case 
was made by Whitten et al. [21] who observed that the 
boundary layer quickly relaxes to the "uniform injection" 
state downstream of a change in level of injection. They 
reported a relaxation length of about four boundary layer 
thicknesses for values of b<4. Figs. 10 and 11 show the 
measurements obtained at two adjacent cavities operating 
with a low injection rate. The measurements were made for 
increasing upstream injection rates for three different values 
of pressure gradient parameter. It can be seen that for b<4, 
there is no significant change in heat fluxes. However, the 
heat flux decreases slowly with increasing injection rates for 
b>4. Flow acceleration tends to enhance this effect. The 
second case (Fig. 12) considers the heat flux on a smooth 
process cavity located downstream of a solid wall. The 
comparison of the data with the reference uniform injection 
indicates an appreciable boundary layer relaxation effect. 

Conclusions 

The following conclusions can be drawn from the results of 
the present study: 

1 The results obtained for low values of the injection 
parameter agree well with other available data. 

2 The results indicate a linear drop of the ratio of the heat 
flux with increasing injection rate for the values of the in­
jection parameter larger than the predicted value b — 4 for 
blow-off conditions by the theory of Kutateladze and 
Leont'ev who assumed that the turbulent layer follows a "law 
of the wall." 

3 The results yield a value of the injection parameter 
6=16.5 at blow-off conditions which compares well with 
b= 16.1 predicted using the criterion proposed by Coles who 
suggested that the turbulent boundary layer behaves as a free 
mixing layer near the blow-off conditions. 

4 The two above conclusions suggest that for b>4.0, the 
transpired boundary layer cannot be modeled by a layer 
following the "law of the wall," because the region close to 
the wall becomes dominated by the transpired layer which is 
entrained by the "outer layer." 

5 The pressure gradients investigated are found, as ex­
pected, to have small effect on the ratio of Stanton number 
for a given injection rate. 

6 The local heat flux is negligibly influenced measured at 
constant injection rate by increasing upstream injection rates 
up to a value of the injection parameter near 4; beyond that 
value a small reduction of heat flux is observed for increasing 
injection rates. 
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Metallurgical Factors Affecting the 
Reliability of Fossil Steam Turbine 
Rotors 
The reliability of steam turbine rotors is of concern both from the point of view of 
avoiding premature failures prior to the end of the design life and from the point of 
view of extending the plant life beyond the end of the design life. With respect to 
rotors that are already in service, improved methods for assessing the remaining life 
of the rotors are needed. Although some progress has been made toward repairing 
of damaged rotors, many utilities still consider it risky and would rather replace 
these rotors than repair them. With respect to new rotors, methods for improving 
their reliability under cyclic operational conditions and other higher temperature 
conditions may be needed. All these concerns can be addressed adequately only with 
improvements in our understanding of the metallurgical behavior of the rotors. 
This paper is intended to review the various metallurgical factors that affect the 
reliability of rotors. 

1.0 Introduction 
Steam turbine rotors are among the most critical and highly 

stressed components of steam power plants. Failures of rotors 
have resulted in a wide spectrum of eventualities ranging from 
catastrophic burst to lengthy forced outages imposing severe 
economic penalties on the affected utilities. There have been 
only a few instances of catastrophic bursts of rotors. There is, 
however, great concern about the potential for such bursts 
because of the consequences of such incidents. The rotors 
made prior to 1950 and during the 1950s are of major concern 
because of their poorer quality compared to current rotors. 
There has also been an increasing awareness of the 
inadequacy of the original design database and of unan­
ticipated in-service degradation of the rotor materials. 
Deviations in operational practice such as unforeseen or 
intentional cycling have also contributed to this concern. To 
forestall the possibility of a catastropic burst, several rotors 
are retired annually, based essentially on the recom­
mendations of the turbine manufacturers. The criteria and the 
decision methodology for retirement are proprietary and vary 
from manufacturer to manufacturer. In addition to avoiding 
premature failures prior to the end of design life, many 
utilities would like to extend the life of the rotors beyond their 
design life, for economic reasons. Knowledge of the 
metallurgical factors affecting the remaining useful life of the 
rotor is of paramount importance. 

While it is true that significant improvements in the casting 
and fabrication technology of rotors over the last 20 years 
have resulted in reduced risk against bursts from bore cracks 
where center quality and fracture toughness are limiting, 
surface cracking by high cycle fatigue, and corrosion fatigue 
have occurred in rotors made in later years. There is evidence 
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Fig. 1 Fatigue crack growth data for Cr-Mo-V steel: tests conducted in 
air at 25°C at 1 Hz at an fl ratio of 0.1 [1] 

to indicate that crack growth by these mechanisms is relatively 
unaffected by cleanliness of the rotor. For instance, the effect 
of steel cleanliness on the rate of fatigue crack growth is 
illustrated in Fig. 1 [1]. The data show that the crack growth 
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Table 1 Steam turbine rotor failures 
Rotor 

component 

LP Shaft 

IP Shaft 

HP Shaft 

Unit name 

Ridgeland #4 
ENESCA (Spain) 
Nijmijen (Netherlands) 
Not available 
Connor Creek #16 
Didcot (England) 
Unnamed (England) 
Aberthaw (England) 
Wurgassen (W. Germany) 
Ferrybridge C (England) 
R. S. Wallace 
Fort Martin #1 
Ravenswood #3 
Astoria #5 
Oak Creek #7 
Waukegan #8 
St. Clair #6 
Pennelec 
State #4 
Campbell 
Shawnee #1 
Weadock #1 
Tanners Creek #1 
Gallatin #2 
Muskingum River #2 
Cumberland #2 
Mitchell #2 
St. Claire #3 
Philo #5 
ElSegundo #3 and 4 
Alamitos #3 and 4 

Year 

1954 
1950 
1950 
1951 
1977 
1972 
1972 
1973 
1974 
1977 
1974 
1976 
1978 
1978 
1980 
1981 
1981 
1981 
1983 
1984 
1954 
1955 
1953 
1974 
1968 
1976 
1980 
1983 
1962 
1978 
1978 

Failure description 

burst while in service' 
burst while in test pit ' 
fracture, in service 
burst while in test pit 
with 5x 16-in. crack 
water induction 
water induction 
water induction 
2 shafts transverse cracking^ 
3 shafts transverse cracking 
transverse cracking 
2 shafts transverse cracking 
transverse cracking 
transverse cracking 
transverse cracking 
transverse cracking 
transverse cracking 
transverse cracking 
transverse cracking 
transverse cracking 
steeple fracture^ 
steeple fracture 
wheel fracture 
burst in service' 
transverse cracking 
coupling cracking 
coupling cracking 

shaft transverse fracture' 
shaft wheel fracture 
shaft transverse cracking' 

Notes: 
'Crack plane in axial-radial direction. 
Rotor was shut down due to high vibration prior to complete fracture. 
Cracking discovered by nondestructive testing. 
Cracking found after charge out. 

rates are unaffected by the degree of cleanliness and are 
comparable for the 1950 vintage rotors (Gallatin, Joppa, and 
Buck Stations) and for high purity steel rotors made in the 
1980s using advanced techniques. 

There are many instances of LP rotor forgings made in the 
late 1960s to much cleaner specifications than the 1950 vintage 
forgings, in which circumferential cracks initiating at the 
shaft surface by corrosion fatigue propagated almost to the 
bore. The cracks were generally detected by abnormal 
vibration and the rotors had to be replaced or repaired at 
considerable expense. In such cases, methods of repairing and 
salvaging the rotor need to be investigated. In the rotors to be 
used in future machines, there is a need to further improve 
their quality, material properties, and design to increase 
economy operation (e.g., by eliminating prewarming 
requirements) and cycling capability. 

The purpose of this document is to review the materials 
related issues affecting the reliability of fossil power plant 
rotors, so that the direction for future R&D can be delineated. 

2.0 Failure of Rotors in Service 

The failure of a rotor can be defined as its inability to 
perform the intended function so that it has to be replaced 
prior to end of the design life. On the basis of this definition, 
it is impossible to gather information regarding all the rotor 
failures. Table 1 is a list of rotor failures known to have 
occurred, based partly on the information published by Bush 
[2] and partly on unpublished information. The principal 
modes of cracking encountered in the LP and HP/IP Rotors 
and current remedies are summarized in Table 2. 

2.1 LP Shafts/Rotors 

2.1.1. Bore Cracks. The bore of a rotor is a highly 
stressed region of the rotor. The peak stresses at the bore are 

Key Events 

LP Rotors HP Rotors 

1958 Vacuum pouring 1953 1750°Faustenitize 

1958 Electric furnace melting 1958 Electric furnace melt and vacuum pour 

1959 NiCrMoV introduced 1970 Vacuum arc remelting 

1961 Water quenching 

1961 General use of vacuum 
carbon deoxidation 
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Fig. 2 Trends in impact toughness of steam turbine rotors (based on 
ref. 3.4) 

tangential and are conducive to formation of radial axial 
cracks. Several shafts and rotors are replaced every year due 
to bore indications and cracks. The principal metallurgical 
cause of these cracks is the poor quality of the near bore 
material in rotors made in early 1950s. During this period, 
ingots for rotor forging were air melted in open hearth fur­
naces. These forgings were characterized by severe 
segregation bands of sulfide and other inclusions, tramp 
elements and alloying elements and overall high concentration 
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of hydrogen, phosphorus, antimony, tin, arsenic, and sulfur. 
The presence of large amounts of inclusions can promote 
initiation and propagation of low-cycle fatigue cracks [3] 
during start-stop cycles. This, coupled with the fact that the 
material has very low inherent toughness, results in a high risk 
of rotor failure. Numerous improvements have been made 
since the latter part of the 1950s in steel making and rotor 
fabrication technology and the quality of forgings near the 
center has improved steadily over the years with a con­
comitant improvement in the toughness of rotor, as may be 
seen from Fig. 2 [3, 4]. The significant events contributing to 
the toughness improvements depicted in Fig. 2 are electric 
furnace melting and vacuum pouring of rotor ingots in­
troduced in 1958, changeover from NiMoV to NiCrMoV 
steels for LP rotors in 1959, introduction of water quenching 
heat treatment practice in 1961, and use of vacuum carbon 
deoxidation (VCD) practice starting about 1961. 

With respect to the older vintage rotors currently in service, 
removal of damaged bore material is sometimes performed by 
grinding, overboring, or bottle boring. The effectiveness of 
this practice has not been completely validated. In one case, a 
10 cm x 40 cm radial axial bore crack was detected in a LP 
rotor by the Detroit Edison Co. [5]. The crack was machined 
out and the rotor was returned to service for 14 months, when 
it was re-examined. Further crack extension was revealed and 
the rotor was then retired. It has also been suggested that the 
machining processes can leave irregularities in the bore 
surface which makes subsequent ultrasonic inspection 
unreliable [6]. 

2.1.2. Transverse Cracks. This mode of cracking has 
been observed in the shafts of shrunk on disk-shaft con­
struction. The cracks are often located near regions of high 
stress concentration on the surface. They generally (not 
always) initiate at corrosion pits and subsequently propagate 
by rotational bending fatigue. The cracks sometimes 
penetrate almost to the bore without burst of the rotor 
because of the higher toughness and lower stresses associated 
with the cracking. The toughness is not the limiting factor in 
such cases, and final failure can occur by ductile overload. 
Ultimate failure, however, is never reached since rotor in­
stability results well ahead of that time, allowing the operator 
enough time to shut down the machine. 

Metallurgical failure analyses have been carried out in 
detail in three recent instances of transverse cracking of shafts 
by investigators from the Battelle Columbus Laboratories 
[7-9]. In the first two instances [7] corrosion pits ap­
proximately 0.025 cm deep were found to have resulted in the 
initiation of cracks which subsequently propagated by 
fatigue. The average crack growth rates determined from the 
fractographic features were alarmingly high (40 cm/hr). The 
Battelle investigation suggested that failure of the two shafts 
was governed principally by the pit initiation event. Once pits 
of about 0.01-in. depths developed, failure followed in a 
matter of hours. In the case of the third failure, no evidence 
of cracking initiation from corrosion pits could be found [8, 
9]. Crack propagation was once again found to have resulted 
from rotational bending fatigue, although the estimated rates 
of crack growth were much lower (2.5 X 10~4 cm/hr) 
compared to the other two shaft failures. 

Since transverse cracking initiates at the shaft surface and 
propagates by high-cycle fatigue, improving the cleanliness, 
particularly the center quality of the rotor forgings, has not 
significantly affected the incidence of failure. This type of 
cracking therefore continues to be a problem even in rotors 
made in the 1960s and 1970s. Typical solutions to the problem 
have consisted of design changes to eliminate stress con­
centrations and control of steam chemistry to prevent pitting. 
The cracked shafts are mostly replaced by redesigned shafts, 
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42 percent 

49 percent 

0.75 percent 2 

Table 3 Highlights of utility survey relating to creep problems in HP/IP rotors 
o Utilities with creep problems in the last 5 years 
o Utilities to whom manufacturers have expressed concern 
o HP/IP rotors retired due to creep or end-of-design life 
o HP/IP rotors reaching end-of-design life in next 

5 years 3.6 percent 
10 years 5.3 percent 

o Turbines derated or on accelerated inspection schedule due to suspected creep 
damage 1.2 percent 

Based on survey of 70 utilities 
Based on a total of about 3600 rotors 

although in some instances weld repair has been accomplished 
successfully [10, 11]. 

2.2 HP-IP Rotors. A recent questionnaire survey of 70 
utilities by EPRI indicates creep of rotors to be a major in­
dustry concern [12]. Highlights from the survey are shown in 
Table 3. The anticipated cost of purchase of replacement 
rotors alone will be in excess of $300 million in the next ten 
years. Additional costs will also be incurred due to installation 
costs, outage costs, and other related costs. Improved 
methods for assessing and extending the life of these rotors 
can result in significant savings for the utility industry. The 
different types of cracks generally encountered in these rotors 
are reviewed below. 

2.2.1. Bore Cracking. As discussed earlier, rotors of the 
1950 vintage have poor quality of the near bore material and 
are characterized by clusters of inclusions, segregation 
streaks, and locally high concentrations of embrittling im­
purities. The inclusions serve as favorable sites for crack 
initiation. Crack propagation by low-cycle fatigue, creep, or a 
combination of both is also facilitated by inclusion clusters 
and severe temper embrittlement of the grain boundaries. 
Another cause of cracking in some of these rotors is claimed 
to be their poor creep rupture ductility (and notch sensitivity) 
resulting from the use of a 1010°C austenitizing heat treat­
ment. Most CrMoV rotors made after the mid-1950s were 
austenitized at 954 °C since the reduced austenitizing treat­
ment was found to reduce the rupture strength and improve 
the rupture ductility. With respect to the older rotors 
however, the utilities continue to face the dilemma of whether 
to run or to retire the rotors. Utilities have retired numerous 
rotors of the old class C type due to their poor rupture duc­
tility characteristics. Other options that have been exercised 
include derating of the machine, removal of the damage by 
grinding, overboring, or bottle-boring [12]. 

2.2.2. Rim Cracking. This form of cracking was first 
identified in the LP rotors at Shawnee (TVA) and at Weadock 
(Consumers Power Co.) [2]. The cracks were in the outer 
corner of the T grooves for the blades and usually started at 
the blade entrance slots. The cracking in the Shawnee rotor 
was identified to be due to the poor long term creep rupture 
strength of the NiCrMoV steel used. In the case of the 
Weadock rotor cracking was attributed to the low creep 
ductility and hence notch weakening of the CrMoV steel (class 
C austenitized at 1010°C). The remedial actions consisted of 
use of CrMoV steel austenitized at 954°C for all future rotors; 
design modifications were also implemented to lower the 
stresses. Numerous rotors of this vintage have had to be 
replaced. Creep cracking at the blade attachment areas 
continues to be a problem for many utilities. It has sometimes 
been possible to extend rotor life by grinding or machining off 
the cracks and simultaneously reducing the stresses by use of 
lighter weight blades. Steam cooling has also been employed 
at times, to lower the temperature at the critical regions. 

2.2.3. Rotor Surface Cracking. This is a problem 
generally experienced in HP rotors and is attributed to 

thermal fatigue resulting from cycling. The cracks usually 
occur in heat grooves and other relatively small radii at 
labyrinth seal areas along the rotor. These cracks are 
generally shallow and in most instances can be removed by 
machining a few thousandths of an inch (known as skin 
peeling). To prevent reoccurrence the radii are enlarged to 
lower the local stress concentration [13]. The skin peeling 
process can be continued repeatedly until it is no longer 
practical. 

3.0 Life Assessment of In-Service Rotors 

The useful life of rotors in service may well exceed or fall 
considerably short of the design life. The reasons for this wide 
spectrum of behavior are related to design, operational, and 
metallurgical factors. Among the factors that tend to shorten 
the life are unforeseen residual stresses and stress con­
centrations, operating under conditions not originally en­
visioned in the design (e.g., cycling, excessive temperature, 
corrosive environments) degradation of the material in service 
due to temper embrittlement, creep embrittlement, and other 
time-dependent phenomena which had not been sufficiently 
characterized and anticipated 20-30 years ago; the main 
reason why rotors can have life remaining even after the end-
of-design life, in spite of the above vagaries in design, 
operational, and material parameters is the factor of safety, 
and conservatism built into the original design. The balance 
between these various factors as they affect rotor life is 
specific to each rotor; hence the need for the systematic 
methodology to assess the life of in-service rotors. 

3.1 Fracture Mechanics. As the starting point in the 
analysis it is assumed that a small crack of size a0 pre-exists or 
has formed during service of the rotor. The crack grows as a 
function of further service time (da/dt) or as a function of 
cyclic operation (daldri) depending upon whether crack 
growth occurs under static loads (e.g., creep, stress corrosion) 
or under cyclic loads (e.g., fatigue, corrosion fatigue). The 
crack eventually reaches a critical size ac at which time 
catastrophic burst of the rotor occurs. 

The critical crack size ac is given by the approximate 
formula [14,15] 

1.21-7T \ a / 

where 

ac is the critical crack half-length 
Q is a flaw shape parameter 
a is the tangential stress at the location of interest 
K!C is the material fracture toughness at the flaw location 

under the temperature and stress conditions of interest 

Klc is a material property and can be determined by testing 
the material at the relevant temperature. Since the stress can 
be estimated, the critical crack size ac can be calculated. 
Various formulae exist for expressing crack growth rates. For 
instance, fatigue crack growth in rotor steels can be expressed 
by the relation 
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Due to in-service degradation of material, the rate ot crack growth as well as the 
critical crack size may be affected adversely, leading to premature failure at N3 

cycles rather than the anticipated life of N, cycles. 

Fig. 3 Illustration of remaining life concept 

da/dN=C0AK" (2) 

where a is the crack length, N is the number of cycles, AK is 
the stress intensity range, C0 and m are material constants. 

Knowing the initial crack size a0 in the rotor (from non­
destructive evaluation), the crack growth rates da/dn or 
da/dt, and the critical crack size ac (from the standard 
material property data), the remaining life of the rotor is 
estimated. 

One major source of uncertainty in assessing the remaining 
life of the rotor using the above approach is the lack of 
material property data for the rotor in the service degraded 
condition. Prolonged service exposure often causes 
degradation of the fracture toughness (KJC), creep strength, 
yield strength, and other properties as described in the later 
sections of this paper. Consequently, the properties of the 
rotor in its service exposed condition must be determined by 
testing or estimated based on a knowledge of the original 
material properties and the operational history of the rotor. 

Figure 3 illustrates the problem schematically. In the ab­
sence of any in-service degradation of the toughness of the 
material, the ac will remain unaffected and will have a 
constant value. The crack growth will occur from the initial 
size a0 until the crack size reaches ac at point TV,, at which 
time unstable fracture will occur. In actual practice, the 
toughness of the rotor is known to degrade due to temper 
embrittlement and other microstructural changes so that ac is 
reduced and failure will occur at N2^NX. In addition, service 
degradation of the material may also affect the rate of fatigue 
crack growth da/dN itself so that failure may now occur at N3, 
instead of Nx or N2. Designs based on original undegraded 
properties would predict failure at N, cycles whereas 
premature failure may occur due to the unanticipated in-
service degradation of the steel at N3 cycles. 

3.2. Current Methodologies and Improvements 
Needed. The methods and criteria by which turbine 
manufacturers make run/retire decisions for rotors are often 
proprietary. The general principles involved are however 
known. The key element of the procedure are NDE 
evaluation, stress analysis, and material property data. The 
NDE evaluation gives an indication of the size and 
distribution of flaws present. For an assumed duty cycle of 
the turbine, the distribution of stresses as a function of 
location, time, and temperature can be calculated. The worst 
combination of stress and material properties (KIC) is ex­
pected to occur in the near bore region during transient 
conditions. The critical flaw size for this set of circumstances 
is then estimated. Based on current flaw size indications, 

i i i r 
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Fig. 4 Degradation of fracture toughness due to temper embrittlement 
in-service; Cr-Mo-V rotor retired after 17 years of service at Buck #6 of 
Duke Power Company [1 ] 

available fatigue crack growth rate data, and the estimated 
critical flaw size in the material, the remaining life of the rotor 
is estimated for various operating conditions. The results may 
be further modified using an "experience factor." In this type 
of analysis it is conservatively assumed that all indications are 
cracks located in the worst orientation (radial-axial). The 
tolerable flaw sizes are expected to be conservative since in 
converting the service modified fracture appearance transition 
temperature (FATT) values to KIC type values, the lower end 
of the scatterband is used. Since fatigue crack growth rate 
data for steels exhibit wide scatter, the highest rates are 
assumed. The present methods for estimating remaining life 
thus involve the most conservative assumptions relating to the 
NDE data, operating conditions, and the material property 
data. 

One example of a life prediction system that has been 
widely publicized is the STRAP Program, based on finite 
element thermoelastic stress analysis and fracture mechanics, 
and details of field NDE inspection results as input to the 
calculations [6, 16]. The automated Steam Turbine Rotor 
Analysis Program (STRAP) has been developed by EPRI to 
facilitate the prediction of rotor lifetime given the duty cycle 
of the turbine and the results of ultrasonic examination from 
the rotor bore. STRAP consists in part of a preprocessor code 
that generates the boundary conditions and finite element 
mesh for transient and steady-state temperature and stress 
analysis employing the ANSYS general-purpose structural 
analysis code. A postprocessor contains fracture toughness, 
stress-rupture, yield strength, and fatigue crack growth rate 
data for air-melted 1 CrMoV forgings, on the basis of which 
the local stress and temperature values are screened to 
determine the critical crack size, the initial crack size that 
could grow to critical size within a specified number of hours 
or cycles, and the minimum area fraction of defects that could 
link up to result in a significant crack. A boresonic data 
reduction code allows rapid sorting of indicated flaw sizes and 
locations to determine the regions of greatest defect density. 

While the EPRI effort represents a major step in life 
prediction analysis, the failure modes analyzed are limited to 
fatigue growth of crack from flaws near the bore. Other 
mechanisms such as stress corrosion, thermal fatigue, high 
cycle bending, or torsional fatigue are not addressed. Several 
gaps remain in the materials, NDE, and stress analysis areas 
which need to be filled, before the methodology can be more 
widely applied. While the fracture mechanics routine 
represents the state of the art, the data base does not take into 
account subcritical crack growth by creep fatigue. The in­
teraction between creep and low-cycle fatigue which can be an 
important crack growth mechanism for bore cracks has not 
been addressed, simply for lack of data. Linkup between 
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Fig. 5 Correlation between calculated and measured values of FATT 
for Ni-Cr-Mo-V steels [17] 

clustered defects that is caused by crack growth across the 
ligaments has not been taken into consideration. The change 
in material toughness in service due to temper embrittlement 
is not included in the analysis. 

The ultrasonic test (UT) and interpretation methods also 
need further improvements. The UT is not capable of 
distinguishing between different types of flaws such as 
porosity, inclusions, and cracks and they are all lumped 
together for the fracture mechanics analysis. Regions of high 
density indications are simply assumed to be cracks, whether 
in fact they are so or not. There is considerable uncertainty in 
evaluating the data on a volumetric basis and assumptions 
have to be made regarding the connectivity of individual 
flaws. Assumptions made regarding subsurface flaws may 
also need to be further verified. The UT examination is also 
incapable of detecting microscopic damage, such as grain 
boundary cavitation due to creep, and grain boundary 
segregation of impurity elements; these damage mechanisms 
may reflect severe deterioration of the material with im­
pending cracking, but can go undetected by the current NDE 
procedures. Finally, the current version of the code in­
corporates only a deterministic approach to failure prediction 
so that the prediction is a lower bound, conservative value. 
Incorporation of a probabilistic approach into the code can 
result in more realistic predictions of life time, corresponding 
to different risk levels. 

In conclusion, current methods for life prediction can 
provide a foundation for further R&D work in the area of 
remaining life prediction of rotors. Additional work is needed 
in extending the methodology to cover additional failure 
modes and metallurgical factors which are important but have 
not been addressed in the past. In the materials area, the most 
important issues that need further study are toughness 
degradation by temper embrittlement (LP and HP), crack 
initiation and growth under creep, low-cycle fatigue and 
creep-fatigue conditions (for IP-HP only). In the case of LP 
rotors, creep is not a consideration and crack initiation and 
growth under low cycle fatigue would seem to be the most 
important issues. 

3.2.1 In-Service Degradation of Toughness. Toughness 
degradation due to temper embrittlement can affect the 
remaining life of both CrMoV and NiCrNoV rotors. The 
CrMoV rotors operate over the entire range of temperature 
(316-538°C) that is critical for temper embrittlement. At the 
same time, they are inherently less susceptible to temper 
embrittlement due to the absence of nickel. In extreme cases 
where the impurity levels are very high (e.g., Buck rotor HP-
IP), significant embrittlement of CrMoV steel has been 
observed and the fracture toughness is appreciably lowered [1] 
(see Fig. 4). The NiCrMoV steels generally operate below 
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Fig. 6 Correlation of the Klc of rotor and disk steels with the excess 
temperature; excess temperature is defined as the temperature of in­
terest minus the FATT at that temperature [3] 

about 370°C. Since this is in the bottom range of the critical 
range for temper embrittlement (343-538°C), one would 
expect that degradation by embrittlement may not be ap­
preciable. While this is generally true, significant in-service 
degradation of some rotor materials is known to occur at very 
long times (> 15 years) even at temperatures as low as 343°C. 
In view of the wide variability of the chemical compositions of 
rotors, there is a definite need to characterize each rotor 
individually with respect to in-service degradation. It is often 
impossible to remove samples from a rotor in order to 
evaluate its toughness by conducting destructive tests. EPRI 
research in the last few years under Research Project 559 has 
focused on nondestructive methods, whereby the toughness of 
a rotor could be estimated by examining very small samples. 
One approach has consisted of developing embrittlement 
equations correlating FATT with microstructural ob­
servations using small auger samples. Since the FATT is 
related primarily to the concentration of impurities at grain 
boundaries, hardness, and grain size, it can be estimated 
readily using small samples. Figure 5 shows the correlation 
between predicted and actual measured values of FATT for 
NiCrMoV rotors generated under the RP559 project [17]. The 
correlation is good. Further work is needed to validate this 
diagnostic technique with respect to field rotors. If an FATT 
can be estimated reliably, it can be converted to K]c values 
needed for life assessment using empirical relationships of the 
type shown in Fig. 6. Other methods for estimating KIC of 
rotors from miniature specimens should also be investigated. 
It has also been the practice of some turbine manufacturers to 
age core samples of all rotors utilized by their company, in the 
laboratory to monitor the degradation of toughness under 
operating conditions. This information is however 
unavailable to the public at this time. 

3.2.2 Creep and Stress Rupture. In the case of HP-IP 
rotors operating in the creep regime, the relaxed long term 
bore stresses and wheel radial stresses are assessed against the 
creep rupture data for the steel. The design stresses are 
generally based on the 105 hr smooth bar creep rupture stress 
divided by some appropriate safety factor. Since it is im­
possible to obtain 105 hr creep rupture data on every rotor 
material, the general practice is to evaluate the short-time 
rupture strength of the material at temperatures well above 
the service temperature, then use the Larson-Miller type 
time-temperature parameter to extrapolate the data. There 
are three main problems associated with this approach. The 
creep rupture properties of rotor steels vary widely even with 
minor differences in composition and heat treatment, 
resulting in a broad scatterband of data. Turbine 
manufacturers have traditionally used the lower bound of the 
scatterband for design, thus building in an unknown degree of 
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Fig. 7 Variation of time of rupture (tr) with applied stress (a) for 
smooth and notched specimens of Cr-Mo-V steel tested at 510 and 
593"C[18] 

conservatism. Secondly, the standard scatterband of data is 
based on rupture tests of conventional creep specimens tested 
in air. Since the tests are conducted in air at elevated tem­
peratures, oxidation effects would exert an adverse influence 
on the rupture behavior. In actual rotors, however, the effect 
of such oxidation with respect to the large section size may be 
minimal. Use of laboratory data to predict the rupture 
behavior of large rotors may thus contribute additionally to 
the conservatism in the original design. Thirdly, long-term 
microstructural changes and degradation phenomena lend 
considerable uncertainty to the validity of any of the available 
time-temperature extrapolation procedures to predict long-
term behavior. 

Approaches that use stress rupture criteria alone for design 
ignore the importance of rupture ductility. Unfortunately, 
improving the strength of materials often results in a 
corresponding lowering of ductility. Reduced ductilities imply 
an inability to accommodate strains by creep deformation 
rather than by cracking. Consequently, in presence of notches 
and other stress concentrations, the creep rupture strength 
drops drastically compared to that under smooth bar con­
ditions as may be seen from Fig. 7 [18]. This allegedly is the 
reason for cracking in numerous class C rotors heat treated at 
1010°C. These problems brought into focus the importance of 
ductility and creep rupture behavior in presence of stress 
concentrations. Many manufacturers employ testing of notch 
bars in creep in order to detect tendencies for notch sen­
sitivity. Unfortunately, notch sensitive steels also happen to 
be stronger in short duration tests and the manifestation of 
the notch sensitive behavior does not occur except in long 
duration tests. It is difficult to predict the onset of notch 
sensitive (low ductility) behavior based on accelerated tests. 
Again, notch sensitivity is not an inherent material property, 
but depends on the test temperature, stress state, and stress. 
Since this type of behavior implies that the onset of creep 
cracking is strain limited, the ability to model creep strain 
accumulation in terms of time, temperature, stress, and stress 
state is essential in predicting the remaining life. The creep 
strain in turn must be relatable to damage and eventual crack 
nucleation under the multiaxial stress conditions. The 
principal form of damage in "notch sensitive" situations is 
nucleation of cavities and wedge cracks at grain boundaries. 
Once the cavities and cracks form, linkup between them to 
form large cracks can occur rapidly, because the ductility is 
low. Since the incipient cavitation and microcracking cannot 
be detected by current inspection techniques, this type of 
failure is insidious and can occur without much forewarning. 

There is a major need for understanding the initiation and 
growth of creep cavities as a function of creep strain, tem­
perature, stress and stress state. Armed with this knowledge, 
examination of small metallographic samples removed from 
the critical locations of a rotor can provide a rapid, inex­
pensive, and nondestructive method to estimate remaining 
life. Periodic assessment of the remaining life will also be 
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Fig. 8 Variation of Kyc with temperature for three Cr-Mo-V rotor 
forgings manufactured to high cleanliness standards using advanced 
steel making technology [20,21] 

possible with such a technique. There will be no limitation in 
terms of the number of locations or type of locations that can 
be examined. 

The cavitation type of damage is generally associated with 
low ductility, notch sensitive material and conditions. In these 
cases, in the absence of other pre-existing flaws, the critical 
failure event is crack nucleation by creep, since, once the 
cracks are nucleated, rapid linkup and eventual failure are 
envisioned. Most rotors made after the mid-1950s, however, 
are relatively creep ductile under operating conditions. In 
these cases, creep cracks, once initiated, grow slowly with 
time until eventual linkup and failure occurs. In such cases, 
failure is limited by creep crack growth rate and not by crack 
(cavity) nucleation. A knowledge of creep crack growth rate 
is, however, essential in all cases for prediction of remaining 
life since pre-existing defects may obviate initiation con­
sideration. The limited published information, relating to 
creep crack growth in CrMoV rotor steels, has been reviewed 
by Curzon and Wells [19]. 

3.2.3. Low-Cycle Fatigue. Cyclic thermal stressing 
under start-stop cycles can lead to initiation and propagation 
of cracks by low-cycle fatigue. The stress distribution in the 
rotor during various cold starts, warm starts, and under 
steady-state conditions can be computed with existing 
techniques. The peak stresses are generally found to occur 
tangentially in the bore at a temperature well below the 
steady-state operating temperature. Repeated cold starts can 
result in low-cycle fatigue in the stress range where the 
minimum stress might be zero and the maximum stress is the 
peak transient stress. Superimposed on this fatigue damage is 
the creep damage occurring at the operating temperature both 
due to repeated relaxation of the stresses from the peak value 
to the steady-state value and due to long time creep under the 
steady-state relaxed stress. The interaction of the fatigue and 
creep damage can lead to significant deterioration of the 
expected life. This issue is now of particular concern since 
many older fossil units (rotors made from dirty steel) which 
were not designed to operate cyclically are now being used in a 
cyclic mode. The utilities have made this change for economic 
reasons fully knowing that there is a penalty associated with it 
in terms of reduced life. What needs to be done is to quantify 
this penalty so that guidelines can be provided both in terms 
of operating procedures and in terms of remaining life 
estimation. The methodology for dealing with the low-cycle 
fatigue problem per se exists, but the methodology for dealing 
with the combined effects of fatigue and creep does not exist. 
Many approaches have been proposed to estimate cumulative 
damage under creep-fatigue conditions, but none have been 
verified adequately with extensive long-term test results. 

4.0 Repair and Refurbishment 

In view of the very high cost associated with replacing 
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rotors, procedures for extending life by rotor repair and 
refurbishment have aroused considerable interest among 
utilities. 

In the case of high-temperature rotors, the practice of 
refurbishing the bore by grinding, overboring, or bottle-
boring is used by some utilities. The potential life extension 
through removal of the bore material is based on two 
premises. Firstly, it is believed that since the bore is the 
highest stressed region and the stresses diminish rapidly away 
from the bore, all forms of high-temperature damage are 
confined to the near bore region. Secondly, it is believed that 
even substantial increases in the bore diameter will not result 
in increased stresses. Both of these premises, put forward by 
the manufacturers, have to be independently verified by 
experiments. There is also the possibility that in those rotors 
where the poor center quality extends well beyond the bore, 
removal of bore material may expose new and potentially 
more dangerous sites for crack initiation. Further work 
should be undertaken to validate the efficacy of bore repair 
techniques. 

In the case of circumferential cracks in LP shafts, weld 
repair has gained increasing attention recently. The know-
how for performing this repair seems to be confined to a few 
organizations. For instance, the Brown Boveri Corp. views 
the weld repair as feasible and viable, in view of their ex­
perience with welded disk construction. Recently 
Westinghouse Electric Corporation has also successfully weld 
repaired a cracked LP shaft. To date, three U.S. utilities have 
applied weld repair to salvage LP shafts containing cir­
cumferential cracks. Several utilities are believed to be 
seriously evaluating the potential of this method. Besides 
concerns about unknown long-term performance of the 
welded rotors, rotor bowing, distortion, and material 
properties of the heat-affected zone are among some of the 
immediate concerns [10]. 

In the case of cracks in blade attachment areas, a common 
practice has been to grind or machine off the cracks, at the 
same time lowering the stresses by using lighter blades. In the 
case of rotor surface cracking, the cracks have been generally 
found to be confined to a few mils from the surface and 
removal of this skin layer has been shown to be adequate to 
restore the material [13]. 

5.0 Improvements Needed for Future Rotors 

As discussed earlier, further improvements in reliability, 
efficiency, and economy of operation (cycling capability) can 
result by improving the toughness, creep strength, and low-
cycle fatigue strength of CrMoV rotors and by improving the 
low-cycle fatigue strength, toughness, and resistance to 
corrosion fatigue of the NiCrMoV rotors. The materials 
technology needed for achieving some of these improvements 
is discussed in this section. 

5.1. Improved Toughness of HP-IP Rotors. The 
toughness of the CrMoV steels in current use, not­
withstanding the improved cleanliness achieved over the last 
two decades, is still poor. The fracture appearance transition 
temperature (FATT) is well above room temperature, so that 
during each cold start, the rotors have to be prewarmed to a 
temperature above the FATT over a period of several hours 
prior to imposition of full load. 

The controlled startup and shutdown requirements lead to 
increased capital costs and operational costs for the plant and 
decreased flexibility and total power generation. These 
considerations have become especially important in the 
context of the increased cyclic duty requirements imposed on 
the older fossil units resulting from the use of nuclear units 
for base-load operation. Design of new units in large sizes 
(1000 MW) with cycling capability is also incumbent upon the 
availability of rotors with improved toughness since the 

number of fatigue cycles the rotor can withstand prior to 
reaching the critical of crack size increases with toughness. 
Fracture toughness considerations relating to the HP and IP 
rotors thus have a major influence on the reliability, ef­
ficiency, and the overall plant economy. There are currently 
two methods to achieve improved fracture toughness in HP-
IP rotors as follows: 

1 Improved cleanliness 
2 Modification of alloy content and heat treatment 

5.1.1. Improved Cleanliness. Improved cleanliness of 
HP-IP rotor steels is being studied under several projects 
funded by EPRI [20]. Three processes for casting the CrMoV 
rotor steel ingots have been evaluated: electroslag remelting 
(ESR), silicon deoxidized low sulfur (Low S), and vacuum 
carbon deoxidized low sulfur (VCD). Production forgings 
from the ingots have been made, to be installed in utility 
turbines. Large test ends and bore bars have been evaluated. 
In all cases, the sulfur content is kept at or below 0.002 
percent S, with low residual contents of P, Sn, As, and Sb. 
Other alloy contents are nominal except for the VCD forging, 
where silicon is low. The low sulfur content has resulted in a 
major improvement in the fracture toughness of CrMoV, as 
shown in Fig. 8. At room temperature, the fracture toughness 
of CrMoV has doubled for the VCD forging and has in­
creased 60 percent and 25 percent, respectively, for the ESR 
and low S forgings. The ductile-to-brittle fracture transition 
temperatures (FATT) for the three forgings were 60°C, 73°C, 
and 95°C for VCD, ESR, and Low S, respectively. If the 
FATT were at room temperature or below, the HP-IP rotor 
would not require prewarming before cold starting, a 
significant operational advantage. Significantly, the high-
temperature strength was not affected by the improved low-
temperature properties, and actually improved slightly. 

In a related effort, the effect of reducing Si and Mn is also 
being investigated [21]. Generally, manganese is added to 
steel in amounts of 20 times the sulfur content. At 
0.001-0.002 percent sulfur level, only 0.02-0.04 percent 
manganese is needed, about 1/10 of the nominal manganese 
content. This area of steel metallurgy is relatively unexplored. 
Some data from the University of Leeds suggest that the low 
Mn-Low S steels will be extremely tough. Work done by the 
University of Pennsylvania has shown that low Mn-Low S 
steels are not only tough but resist the grain boundary 
segregation and embrittlement caused by the residual P, Sn, 
As, and Sb when the steel is heated in the temper em­
brittlement range of 343-538°C. The CrMoV alloy is being 
modified to compensate for the loss of hardenability ac­
companying the absence of manganese by increased nominal 
alloy content of Ni, Cr, and Mo (0.9Ni, 1.5Cr, 1.4Ni versus 
0.35Ni, 1.1 Cr, 1.2Mo). The philosophy being used is to stay 
as close to the normal alloy specifications as possible, because 
commercialization of a clean steel within existing 
specifications will be easier than for a completely new steel. 

5.1.2. Modification of Alloy Content and Heat Treat­
ment to Improve Toughness. In the past, one of the con­
straints to the development of CrMoV steels with improved 
toughness has been the inability to make significant changes 
in the alloy content and heat treatment procedures, for fear of 
adversely affecting the creep strength of the alloy. It has been 
found that as the rupture strength increases, the FATT is also 
found to increase. The best creep rupture properties of Cr­
MoV steels are achieved with a microstructure consisting of 
upper bainite. Unfortunately, the upper bainitic structure also 
leads to inferior toughness; in order to achieve good 
toughness, lower bainitic and martensitic structures are 
preferred, but they result in poor creep properties. In the 
manufacture of turbine shafts it has therefore to be con­
sidered whether creep strength at high temperatures or 
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Fig. 9 Softening of Cr-Mo-V rotor steel with duration of service ex­
posure {13] 
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Fig. 10 Comparison of the mean predicted rupture strengths of 12Cr-
Mo-V-Cb and Cr-Mo-V rotors [3] 

toughness at low temperatures is to be preferred. Each 
manufacturer makes this tradeoff in different ways based on 
his design. For instance, the European practice of oil 
quenching CrMoV rotors has resulted in slightly improved 
toughness but at the sacrifice of some creep strength. The 
U.S. manufacturers, on the other hand, preferred to air cool 
CrMoV rotors, thus opting in favor of creep strength. 

Recent analysis of Finkler and Potthast has shown that in a 
120-cm-dia CrMoV rotor, the beneficial effect of quenching 
on the toughness is confined only to the surface region and 
that improvements near the bore are only marginal [22]. They 
have advocated that heat treatment modifications may have 
to be coupled with alloy modifications to improve har-
denability, before significant improvements in toughness can 
be realized. In line with this reasoning they have developed an 
alloy with a preliminary designation ATR.IX 382S, containing 
higher levels of Ni and Cr and a slightly lower level of carbon 
compared to ASTM 470 class 8 grade CrMoV steel. An ex­
perimental ingot of the new alloy weighing about 150 kg has 
been made, forged, and heat treated similar to the core of a 
120-cm-dia shaft. Depending on the preliminary heat 
treatment and the final heat treatment the FATT values were 
found to range from - 10°C to + 55 "C. The tensile and creep 
properties were comparable to the conventional grade. Based 
on these encouraging preliminary results, Finkler and Pot­
thast believe that the new steel can be expected to give a 
ferrite-free bainitic structure at the core of oil quenched 
forgings of up to 150 cm diameter with a tensile strength of 
800 MPa and an FATT of room temperature. 

An alternate approach to circumventing the creep 
strength-toughness tradeoff that has to be made in HP rotors 
has been to produce an integral HP-LP rotor with an axial 
gradient in properties [23]. The impact toughness gradually 
increases, while the creep strength gradually decreases from 
the HP to the LP side of the rotor, in a manner compatible 
with the service requirement. This approach requires 
modification of the alloy as well as the heat treatment 
procedure. Modification of the conventional 1 percent 
CrMoV steel was conducted to enhance hardenability and 
make grain size refinement easier. It was found that in­
creasing the nickel content up to 1 percent gives sufficient 
hardenability to ensure good toughness at the center of the 
forging, without any sacrifice of the creep rupture strength. 
The addition of about 0.03 percent niobium gives rise to easier 
grain size control, coupled with additional creep rupture 
strengthening. The silicon content was reduced to compensate 

for the increased nickel content and to avoid temper em-
brittlement. A prototype rotor made from the modified 
composition was given a differential heat treatment such that 
the HP side was austenized at 980°C and water spray cooled 
prior to tempering while the LP side was austenized at 945 °C 
and fan cooled. 

The FATT values at both the HP and LP ends are well 
below the ASTM specifications for this class of steel. In 
addition, the creep rupture strength of the HP side of the 
rotor was also found to be equivalent and in some cases even 
better than that of conventional CrMoV steels. 

5.2. Improved High-Temperature Strength. The tem­
perature limit of the 1 CrMoV steel for HP-LP rotors is about 
538°C. Some softening will occur after a 1 CrMoV rotor is in 
service at 538°C for 100,000 hr (Fig. 9) [13, 24]. At higher 
temperatures, up to 566°C, the 12 CrMoVCb rotor steel is 
used. The 100,000 rupture strength of this steel is 133 percent 
higher than that of 1 CrMoV at 538°C and 148 percent higher 
at 566°C (Fig. 10) [4]. At service temperatures of 593°C, it is 
generally conceded that the 12 CrMoVCb is marginal, and 
steam cooling must be used to keep the rotor within its 
strength capabilities. At still higher temperatures, austenitic 
steels such as A316, Discaloy, or A286 will have to be used. 
The main problem with austenitic steel forgings is the 
manufacturing capability to produce austenitic forgings large 
enough to satisfy the design size requirements with 
satisfactory mechanical properties. Alloy segregation that 
occurs during solidification of large austenitic steel ingots 
severely limits forgeability. However, reasonable success has 
been achieved with special practices such as electroslag 
remelting(ESR). 

5.3. Low-Cycle Fatigue. In order to obtain higher 
reliability for cyclic duty turbine, once again, higher center 
quality of forgings must be assured so that the risk or crack 
initiation and propagation by low-cycle fatigue can be en­
sured. Research efforts described in Section 5.1 are major 
steps in the right direction. In addition, further optimizations 
of microstructure may result in additional improvements in 
LCF resistance. Current CrMoV rotors are heat treated to 
produce an upper bainitic microstructure which has excellent 
creep resistance but very poor ductility and toughness. It has 
been suggested by many turbine manufacturers that the 
microstructure that gives the best creep properties may not 
necessarily be desirable from an LCF point of view. For 
cycling service, the rotors may have to be optimized with 
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respect to LCF rather than creep. Further studies are needed 
to evaluate the effect of microstructure on creep and LCF 
behavior of CrMoV steels so that the best tradeoff can be 
made for cyclic duty. 

5.4. LP Rotors. The most important issues with respect 
to LP rotors are toughness, LCF resistance, and corrosion 
fatigue. In the area of toughness, the technology for 
producing rotors with excellent toughness already exists. The 
high center qualities achievable and the high ductilities have 
also resulted in the desired low-cycle fatigue properties. 
Methods for further improving the LCF resistance for cycling 
rotors is not clear. Avoidance of circumferential corrosion 
fatigue needs to be addressed. The effects of corrosives and 
stress concentration factors on the initiation of pitting may be 
a fruitful area of research. Methods of reducing the 
susceptibility to pitting, such as surface modifications, 
coatings, and steam purity control will also have to be ad­
dressed. 

References 

1 Viswanathan, R., and Jaffee, R. I., "Toughness of CrMoV Steels for 
Steam Turbine Rotors," ASME Journal of Engineering Materials and 
Technology, Vol. 105, Oct. 1983, p. 286. 

2 Bush, S. H., "Failures in Large Steam Turbine Rotors," in: Rotor Forg-
ingsfor Turbines and Generators, ed. R. I. Jaffee, EPRI Report WS 79-235, 
1979, p. 1.1. 

3 Timo, D. P., Curran, R. M., and Plazek, R. J., "The Development and 
Evaluation of Improved Rotor Forgings for Modern Large Steam Turbines," 
Ibid., p. 3-115. 

4 Curran, R. M., Newhouse, D. L., and Newman, J. C , "The Develop­
ment of Improved Rotor Forgings for Modern Large Steam Turbines," ASME 
Paper No. 82-JPGC-Pwr-25, Joint Power Generation Conference, Denver, 
1982. 

5 Takhar, J. S., et al., "Run/Retire Decision on a 25 Year Old LP Turbine 
Rotor," American Power Conference, Apr. 1979. 

6 Ammirato, F. V., and Gelhaus, F., "Electric Power Research Institute 
Developments in Turbine Rotor Inspection and Evaluation," Joint Power 
Generator Conference, ASME, Toronto, Oct. 1984. 

7 Leis, B. N., et al., "Fatigue and Fracture Analysis of Two Turbine 

Shafts," ASME Paper No. 81-PVP-27, Joint Conference of the Pressure 
Vessels and Piping Materials Nuclear Engineering and Solar Divisions of the 
ASME, 1981. 

8 Buchait, R. D., Viswanathan, R., and Jackson, C. M., "Fatigue Cracking 
of Steam Turbine Shafts," in: FATIGUE 84, Birmingham, UK, Sept. 1984. 

9 Bucheit, R. D., and Jackson, C. M., "Metallurgical Investigation of a 
Cracked Low Pressure Steam Turbine Shaft From an Electric Utility," EPRI 
Report CS2984, RP700-4, Mar. 1984. 

10 Gaitonde, R., Commonwealth Edison Co., Maywood, Illinois, G0153, 
personal communication, Sept. 1983. 

11 Saha, S. K., General Public Utilities, Reading, PA 19603, personal com­
munication, June 1983. 

12 Richman, R. H., et al., "Creep and Creep Fatigue Damage in Steam Tur­
bine Rotors and Casings," Results of a utility survey conducted in 1982 for 
EPRI, to be published. 

13 Hirota, Y., et al., "Changes of Material Properties and Life Management 
of Steam Turbine Components Under Long Term Service," Mitsubishi Heavy 
Industries Technical Review, Vol. 19, No. 3, 1982. 

14 Tiffany, C. F., and Masters, J. J., "Applied Fracture Mechanics," ASTM 
STP 381, 1964, p. 249. 

15 Greenberg, H. D., Wessel, E. T., Clark, W. G., Jr., and Doyle, W. H., 
"Critical Flaw Sizes for Brittle Fracture of Large Turbine Generator Rotor 
Forgings," International Forge Masters Conference, Terni, Italy, 1970. 

16 Cook, T. S., Pennick, H. G., and Wells, C. H., "Life Time Prediction 
Analysis System in Steam Turbine Rotor Reliability," EPRI Report NP923, 
Nov. 1978. 

17 McMahon, C. J., et al., "Temper Embrittlement of CrMoV and NiCr-
MoV Rotor Steels," EPRI Final Report No. RP559, 1983. 

18 Viswanathan, R., and Beck, C. G., "Effect of Aluminum on the Stress 
Rupture Properties of CrMoV Steels," Met. Trans. A, Vol. 6A, Nov. 1975, p. 
1997. 

19 Curzon, A. M., and Wells, G. H., "Developing of a Crack Growth 
Algorithm for Time-Dependent Analysis of Steam Turbine Rotors." 

20 Steiner, J. E., Swaminathan, V. P., and Jaffee, R. I., "Evaluation of Ad­
vanced Melting Technology for Large High Temperature Steam Turbine Rotor 
Forgings," Proc. of the Forge Masters Conference, Dusseldorf, 1980. 

21 Jaffee, R. I., Unpublished work, EPRI, Palo Alto, 1982. 
22 Finkler, H., and Potthast, E., "Heat Treatment of 1% Cr-Mo-V Steel 

With Special Regard to the Effects of Quenching Rates on the Properties," in: 
Rotor Forgings for Turbines and Generators, ed. R. I. Jaffee, EPRI Report 
W.S. 79-235, 1979. 

23 Sawada, S., Ohnishi, T., and Kawaguchi, S., "Development of an In­
tegral HILP Combination Rotor Forging," Ibid. 

24 Werner, F. E., Eichelberger, T. W., and Hahn, E. K., "The Effect of 
Austenitizing, Tempering and Microstructure on the Properties of a Cr-Mo-V 
Steel," Trans. ASME, Vol. 52, 1960, p. 376. 

Journal of Engineering for Gas Turbines and Power JULY 1985, Vol. 107/651 

Downloaded 01 Jun 2010 to 171.66.16.71. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



J. W. Meyer 

J. H. Bonin 

Applied Mechanics Laboratory, 
Lockheed Palo Alto 

Research Laboratory, 
Palo Atlo, CA 94304 

Performance and Flowrate Control 
of the Kinetic Extruder Coal 
Powder Pump 
The kinetic extruder is a novel centrifugal machine for feeding powdered material, 
in particular coal, against gas back pressure. The nonmechanical method of flow-
rate control in the machine is described. Performance data obtained in tests of the 
kinetic extruder are presented and compared with theoretical predictions. It is found 
that a one-dimensional model of the material flow through the device gives accurate 
predictions of most aspects of the machine's performance. However, some details 
of the limiting behavior evidently require a more refined analysis. 

1 Introduction 
Over the past several years a novel centrifugal pump-type 

machine has been developed for pumping dry powdered 
materials. This U.S. Department of Energy (DOE) sponsored 
development was aimed toward improving means for in­
troducing pulverized coal into the high-pressure gas en­
vironments characteristic of coal gasification reactors. The 
machine, termed a kinetic extruder, behaves functionally as a 
compressor or pump since coal powder is drawn from an 
atmospheric hopper, fed through the pump rotor, and 
delivered at a high gaseous pressure existing inside the rotor 
housing. However, in terms of its basic physics the kinetic 
extruder is not a true pump in that it does not of itself 
generate any pressure, it merely injects the powder into the 
pressurized environment. Development and testing of early 
models of the unit have been documented in a number of 
previous papers and reports [1-6]. The purpose of the present 
paper is to report on the performance of the latest version of 
the kinetic extruder, Model #6. This machine was equipped 
with an interesting system for throttling the rate of coal flow 
through the rotor. It performed well, and considerably more 
test data and running hours were obtained with this latest 
model, than with all previous models combined. This paper 
describes the basic operation and performance characteristics 
of the machine. Various test data obtained are compared with 
theoretical predictions made based on the current view of the 
physics of the material flow through the device. 

The classical, and heretofore only commercially available, 
hardware for injecting coal into high pressure is a batch 
"lockhopper" system. This typically consists of an at­
mospheric supply hopper, a pressure cycling lockhopper, and 
a pressurized receiver hopper, the three vessels being stacked 
vertically and equipped with large connecting valves. The 
middle lockhopper is cyclically filled with coal, pressurized, 
emptied into the receiver hopper, and then depressurized. 

Contributed by the Power Division for publication in the JOURNAL OF 
ENGINEERING FOR GAS TURBINES AND POWER. Manuscript received by the Power 
Division April 1984. 

Lockhopper systems have been criticized on the grounds of 
large size as well as low efficiency and reliability. Alternate 
devices under development in recent years, mostly under DOE 
sponsorship, include the kinetic extruder and various types of 
volumetric pocket [7] or piston feeders [8, 9]. A comparison 
of the relative merits of these approaches would be of interest 
but is beyond the scope of this paper on the kinetic extruder. 
A general overview of different coal feed system types has 
been given by Gall [10]. 

A cross-section assembly drawing of the Model #6 kinetic 
extruder is given in Fig. 1. As shown, the device has as its 
main elements a rotor, a stationary feed pipe through which 
coal is fed to the eye of the rotor, and a loose fitting pressure 
housing enclosing the rotor. In operation, coal is continuously 
drawn into the rotor from a fluidized atmospheric hopper. 
The pressure in the rotor eye is kept slightly subatmospheric 
by venting it through a second passage in the feed pipe to a 
vacuum dust collector. As the pulverized coal enters the rotor, 
centrifugal forces cause it to flow into radial channels, termed 
sprues, and to form moderately compacted, moving, porous 
plugs of material in each of the sprues. These continuously 
renewing coal plugs form the pressure seal. The term sprue is 
here restricted to only the pressure sealing portion of the flow 
channel. 

The rate of coal flow through the sprues is stabilized and 
controlled by structures, termed control nozzles, at the 
outboard end of each radial sprue. The control nozzle orifice 
forms the choke point in the material flow. Flow-rate 
throttlability is achieved by varying the gas pressure dif­
ferential across the control nozzle orifice. This in turn is 
accomplished by introducing an independent gas flow into the 
inboard end of the nozzle structure. The control gas flow is 
brought into the rotor via a set of shaft seals and thence goes 
through a system of passages which connect to each nozzle. A 
conventional controller and control valve throttles the gas 
supply flow, thereby controlling the nozzle pressure dif­
ferential. This method of varying the coal flow is covered in 
detail in Section 3. 

The coal is discharged from the rotor into the pressurized 

652/Vol. 107, JULY 1985 Transactions of the ASME 

Copyright © 1985 by ASME
Downloaded 01 Jun 2010 to 171.66.16.71. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



SEAL # 1 ^ 

SEAL #3-

PRESSURE HOUSING 

VACUUM VENT 
CHANNEL-

' "Jr*UlL 
ft;'1 " 3 l , ,L ' ' 

\ 
/ ! 

II 

CONTROL CAS 
INLET 

SPRUE 

CONTROL NOZZLE-

u i M K u l HAS 
NISI UN i I ION 
< l l \ N M I 

Fig. 1 Model #6 kinetic extruder pulverized coal pumping machine 

housing in the form of rapidly dispersing particle jets. The jet 
penetration into the high-pressure gas slipstream at the rotor 
rim is very limited, and the coal velocity is almost instantly 
equilibrated with a strong gas vortex which is set up inside the 
housing. The dispersed particles tend to concentrate near the 
periphery of the housing due to the cyclone action of the 
vortex. The particle phase in suspension inside most of the 
casing remains extremely dilute. Sampling near the perimeter 
of the rotor has indicated coal densities of less than 3 kg/m3 . 
From the casing, a number of schemes are available for 
transferring the coal pneumatically to a gasification reactor or 
a pressurized surge hopper. In the present tests, the coal was 
discharged through a large port directly into a pressurized 
receiver, which was attached immediately below the kinetic 
extruder housing. 

The main objective of the program of testing with the 

Model #6 machine was demonstration of durability. Toward 
this end, the machine was run for a total of 265 hr pumping 
coal. Due to test loop limitations, primarily those of a limited 
gas supply, the test time was noncontinuous and for the most 
part at a relatively low pressure (6 bar). However, in­
termittently the kinetic extruder was run throughout its range 
of operation to verify performance and to determine if any 
operational changes occurred during the test program. The 
data obtained during these more limited tests are analyzed in 
the present paper. Wear rate data and other aspects of the 
durability testing are covered in [11]. Generally, the range of 
operation of the machine was up to 28.6 bar (400 psig) and a 
flow-rate range of 0.6 to 2.0 tons/hr (metric). 

2 Sprue Material Flow 

The flow of material through the kinetic extruder sprues is a 

N o m e n c l a t u r e 

a = 

A = 

B = 

d = 
D = 
g = 

J = 
J,J' = 

k = 
L = 

mc = 
N = 
P = 

APN = 

APC = 

sprue cross-sectional 
m 2 

area, 

constant in equation (10), 
kg/s 
constant in equation (10), 
bar~' 
particle diameter, m 
channel diameter, m 
gravitational acceleration, 
m/s2 

constant in equation (6) 
rate parameters in gravity 
flow equations 
coal bed permeability, cm2 

sprue length, m 
coal flow rate, kg/s 
number of channels in rotor 
gas pressure, bar 
nozzle pressure differential, 
bar 
control gas pressure dif­

ferential at injection point, 
bar 

Qs = gas flow rate through sprue, 
g/s 

Qv = vacuum system gas flow rate, 
g/s 

Qb = seal #3 purge flow rate, g/s 
Q3 = seal #3 leakage flow rate, g/s 
Qc = flow of transport gas en­

tering rotor, g/s 
Qg = control gas flow rate, g/s 
Q„ = permeation flow through 

nozzle coal, g/s 
r = radial distance from axis of 

rotor,m 
u = coal velocity through sprue, 

m/s 
v = gas superficial velocity 

through sprue, m/s 
e = coal bed porosity or void 

fraction 

p = gas density, kg/m3 

pc = coal bed density, kg/m3 

P° = reference coal bed density 
(800 kg/m3) 

a = sprue coal bed radial 
compression stress 

T = sprue coal bed wall shear 
stress 

fj. = gas viscosity 
co = rotor speed, s~' 

Subscripts 
0 = nozzle orifice 
1 = sprue inlet 
2 = sprue outlet 

N = nozzle inlet or sprue outlet 
H = rotor housing 

Superscript 
o = standard state conditions 
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Fig. 2 Calculated gas pressure distributions within coal plug porosity 
as a function of coal mass flux; sprue outlet pressure 21.4 bar 

low-velocity (order of 1 m/s) packed bed type of flow. Basic 
aspects of the mechanics of the sprue flow have been 
discussed by Meyer [2] and will only be briefly reviewed here. 
Under the condition that the radial velocity is low, so that 
radial and coriolis acceleration terms are negligible, the basic 
force balance equation for a disk element of material across 
the sprue cross section may be written as follows: 

pcr<j> 
dP 

~~dr~ 

da 
Or 

4r 
(i) 

where P is the gas pore pressure within the material plug 
interstices, D is the channel diameter, a is the solid normal 
stress in the radial direction averaged across the cross section, 
and r is the frictional wall shear stress on the material. 

In [2] it is argued that at least in the narrow and relatively 
straight sections of the kinetic extruder sprues, the normal 
stress term a, and consequently its derivative, remains small 
relative to the other terms in equation 1. This is due to the 
well-known Jannsen asymptotic limit to normal stresses in 
granular material columns. This lack of buildup of really high 
values of solid compaction stresses is significant to the 
operation of the machine since it results in the material bed 
properties (e.g., bulk density, porosity, and permeability) 
remaining relatively constant throughout the sprue. 

In predicting performance of the kinetic extruder a simple 
view is taken in that the right-hand side of equation (1), 
containing the solid stress terms, is left undetermined. It is 
assumed that if the left-hand side remains positive, so that the 
material remains stressed to some degree, the sprue flow will 
be stable. It may be noted that since the solid compaction 
stresses are subject to the Jannsen limit and do not build up to 
high values, it might be expected that conditions where the 
pore pressure term exceeded the centrifugal force term locally, 
over just a short length of sprue, would cause bed expansion 
and abrupt loss of sealing integrity of the material plug. As 
discussed in Section 8, the actual limiting behavior observed is 
somewhat different. 

Since the details of the solid stress state are left unad-
dressed, the only significant computational problem is the 
determination of the gas pressure gradient distribution in the 
sprue. The gas flow solution has also been covered in [2] and 
will only be summarized here, and typical calculation results 
given. The basic equations solved are those representing 
porous media permeation flow of a compressible gas through 
the moving plug of sprue material. Specifically, the governing 
equations are the Darcy permeation equation 

k dP 
v-eu= — (2) 

ix dr 

JUU 

"• 

200 

I 
i 
CQ 

Q.1S. 

•cl-o 15l) 

1 
A

N
D

 

3 

100 

50 

0 

/ / 
P = 21.4 BAR / 

-
<f/ y 

<p° / *. / 

•v *v -A s / 

/ ,£> / / / . / / its/ y y 
/ / <* / / , / / / ?V / 3 / 

/ s ' / j ^ f ^ - J ^ 
' .' S jfW^~ ! " 

^ U^ A 

S / / / / d P m /a 
S / / f / 3r C 2 2 

/ / I / CURVE (kg/s/m ) 

\ 1 > V / / ' ° 
^ ^ — - ^ / / / 2 293 

-^^t^r / 3 586 

1 I 1 1 

Fig. 3 Gas pressure gradient distributions (solid lines) as function of 
coal mass flux compared with centrifugal force distributions 
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Fig. 4 Sprue cross-sectional area ratio as a function of position 

the gas and coal continuity equations, 

pva = QS= const 

pcua = mc = const 

and a gas equation of state (isothermal) 

P 

P 
= const 

(3) 

(4) 

(5) 

with the pressure boundary conditions of P = P(eye) at the 
sprue inlet and P = P (nozzle) at the sprue outlet. 

The major approximations made in formulating and 
solving these equations are those of one dimensionality, that 
is uniform velocity of both solid and gas phases across the 
sprue cross section, and use of uniform bed properties (pc, e, 
and k). The validity of these assumptions must be tested by 
comparing theoretical predictions with the performance of the 
kinetic extruder. Details of the numerical method of solution 
of the equation system are given in [2]. 

Generally, the theoretical predictions show that the gas 
pressure and pressure gradient distributions in a given sprue 
depend mainly on the variables of P(outlet), coal velocity or 
mass flux, and the bed property of permeability. Figures 2 
and 3 show pressure and pressure gradient distributions for a 
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sprue shape and operating conditions similar to those used in 
tests of kinetic extruder #6. The precise area profile used in 
the calculations is given as curve #1 in Fig. 4 and the sprue 
length was 0.22 m. As shown in Figs. 2 and 3, the pressure and 
pressure gradient distributions vary with coal mass flux 
through the sprue (outlet mass flux is the distinguishing 
parameter between the plotted curves). Figure 3 also includes 
the centrifugal force term pcrw2 for three differing rotor 
speeds as a comparison. As shown, the centrifugal force term 
exceeds the pressure gradient term at all conditions of speed 
and flow rate considered in this example. 

The rate of gas flow through the sprue is also computed in 
the theoretical calculation. Representative results are given in 
[2], and also in Section 6 of this paper, where theory and 
experimental measurements are compared. Calculations 
generally show that the gas flow through the sprue may be in 
either direction depending on operating conditions in relation 
to bed permeability. If the pressure difference across the sprue 
is low, or the rate of coal flow is high, then the gas flow 
direction is radially outward; some gas originally in the coal 
interstices at the sprue inlet is then carried through with the 
coal into the higher pressure region. If the pressure is high 
and/or the coal velocity low, then gas leaks upstream faster 
than the coal moves and a net flow of gas into the eye region 
takes place. At one particular condition the gas flow in the 
sprue is exactly zero. The gas originally in the coal is then, in 
effect, precisely displaced by gas permeating upstream from 
the high-pressure end of the sprue. 

3 Control Nozzle Material Flow 

The control nozzle is an approximately conical structure 
which is placed at the distal end of each sprue. Its function is 
both to provide distal support to, and thereby stabilize, the 
moving plug of material in the sprue channel, and also to 
constitute the coal flow-rate controlling element in the 
machine as a whole. Figure 5 illustrates the flow pattern and 
functioning of the control nozzle element. This shows a to-
scale sketch of the control nozzle profile and sprue outlet 

geometry used in the present machine. The moving packed 
material within the sprue and nozzle is denoted by the shaded 
area. The control nozzle outlet at the rotor periphery is the 
narrowest point in the flow channel and acts as the choke 
point for the material flow. The gas pressure PN in the 
freeboard space above the nozzle solids is connected to the 
"control gas supply" via rotor passages (not shown), and is 
controllable to a set differential relative to the gas pressure 
downstream of the nozzle PH, which is the rotor housing 
pressure. This gas pressure differential PN-PH, in com­
bination with the centrifugal force, serves to control the rate 
of coal flow through the nozzle orifice. 

The rate of coal flow through the nozzle can be represented 
by expressions which are similar to those representing gravity 
flow of particulate materials through bin and hopper aper­
tures. In contrast to the behavior of liquids, the mass rate of 
particulate flow through orifices is independent of head (at 
least for heads greater than a few orifice diameters). Ex­
perimentally and by dimensional analysis it can be shown that 
the rate of gravity flow through circular orifices is given by 
[12,13] 

mc=J-Apc(D0-jd)^gA (6) 

where mc is the mass flow rate, / is a fixed parameter 
depending on the geometry and, perhaps, the material friction 
or wall roughness, pc is the bulk density, g is the gravitational 
acceleration, D0 is the orifice diameter, d is the particle 
diameter, andy is an empirical constant of order one. 

Accurate theoretical prediction of the critical parameter J 
has so far eluded investigators. The rate of flow is mainly 
determined by phenomena in the immediate vicinity of a 
stress-free arch which is said to form immediately over the 
orifice (see Fig. 5). The arch represents a boundary between a 
stressed, packed flow mode and particle free fall. A number 
of theories have been advanced to analyze this flow and 
quantitatively predict / , but all seem to be lacking in one 
regard or another [12]. However, this is of little practical 
concern here since J can be treated as an empirical constant, 
which can be rather easily determined by experiment in a 
given case. 

Extension of the above equation to account for both the 
higher than earth surface g forces, and the gas pressure forces 
due to the nozzle pressure differential, is quite simple. It may 
be assumed that the gas pressure gradient per unit mass in the 
vicinity of the stress-free arch acts essentially as an effective 
addition to the g force. The equation that describes the 
control nozzle flow rate of coal may then be conveniently 
written as follow 

Pc L g Pcg\ dr / o J 

where N is the number of channels in the rotor, ra>2 is the 
centrifugal force, (dP/dr)0 is the gas pore pressure gradient in 
the solids immediately above the nozzle outlet, and 

The magnitude of the outlet pressure gradient may be 
calculated in a straightforward manner using the same 
computer code as is applied to the sprue flow. Such 
calculations would not be expected to yield very quantitatively 
accurate predictions of (dP/dr)0 because the basic model 
assumptions of one dimensionality and uniform properties 
are weak in the vicinity of the nozzle orifice. However, 
calculations do give two key results which are of some im­
portance. First, they show that the nozzle pressure gradient is 
highly peaked at the outlet end, with most of the total pressure 
drop taking place within just a few orifice diameters from the 
orifice. This means that large outlet pressure gradients, and 
hence large changes in coal flow rate, can be obtained with 
relatively small total nozzle pressure differentials. Second, the 
computations also show that under a wide range of con-

Journal of Engineering for Gas Turbines and Power JULY 1985, Vol. 107/655 

Downloaded 01 Jun 2010 to 171.66.16.71. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



TRANSPORT 
GAS 

-OUTPUT CONNECTION 

Fig. 6 Control gas pressure control schematic 

ditions, the calculated outlet pressure gradient goes very 
nearly linearly with the pressure difference, APN = PN-PH, 
imposed on the nozzle. 

Making this linear approximation, which serves to define 
the pressure gradient constant B 

and with 
- ( — ) 
pcg \ dr / o 

-BAP, 

A =NJ'(D0 -jd)5'2 = another constant 
for a particular set of nozzle hardware and feed material, the 
flow rate equation representing the kinetic extruder may be 
written as 

g 
+ BAPh (8) 

The constant B is then viewed as an empirical constant which 
is to be determined in calibration tests of the kinetic extruder. 
The other constant A is also empirical but, as discussed 
below, it can be determined by independent means. 

One additional complication is the fact that the true nozzle 
pressure differential APN exceeds that at the point of injection 
of the control gas into the machine APC, due to a centrifugal 
head imposed by the column of control gas within the 
passages in the rotor. This augmentation of the control 
pressure is easily calculated as follows 

P r2(ji2 

APN = APc + p°-^— (9) 

The magnitude of the centrifugal increment in APN can be up 
to several bar, depending on rotor speed and housing 
pressure. The final form of the flow-rate control equation for 
the kinetic extruder is thus given by 

m =A^[^+B{APC 
Pr L e t 

0(PH + APC) t 
+ P TTTT /" P°C L g I ip° 

This equation can be used to map out the 
formance curves of the kinetic extruder as 

'}] (10) 

flow-rate per-
a function of 

speed, control pressure APC, and housing pressure PH. 
The parameter A can be determined independently by the 

simple expedient of bench calibration of the nozzles using.a 
free flowing sand. All 12 nozzles were tested in this fashion by 
timing their passage of 100 g of -50 mesh x +100 mesh, 
1300 kg/m3, bulk density calibration sand. This test has been 
found to give very reproducible results and was used to check 
for nozzle wear at the end of the test program. The 12 nozzles' 
average flow rate was 0.393 g/s in the bench sand calibration. 
The maximum excursion from the average value for an in­
dividual nozzle was 9 percent. Repetitions of the calibration 
tests after 220 hr of coal flow test time duplicated the original 
calibrations to ±2 percent for individual nozzles, and to the 
third significant figure for the average of the 12 nozzles. 
Based on these bench tests, the equation (10) constant 
A = 0.00290 kg/s. Applying this value to the kinetic extruder 
flow assumes the value of the jd term is similar for both the 
test sand and the coal feedstock. 

In the test equipment, a conventional process controller 
system was used to control the differential pressure of the 
control gas stream at its injection point at the shaft of the 
machine. A system of this type is shown schematically in Fig. 
6. The main control elements were a Foxboro Model 11 DM 
differential pressure transmitter, a Foxboro Model 43AB 
controller, a throttling valve, and a remote loading and 
display station. The APC range that could be set was -2.75 
bar to +2.75 bar (± 40 psid). The APC control setpoint was 
manually input, as such, and was not tied to any additional 
mass flow control elements. 

4 Experimental Hardware and Instrumentation 

A description of the kinetic extruder Model 6 is covered in 
detail in [11], which contains a full set of engineering 
drawings of the machine. Only a few relevant attributes of the 
machine will be touched on here. The rotor was 0.71 m in 
diameter and contained 12 sprues and control nozzles. The 
sprues were approximately 5 x 5 cm in square cross section at 
their inlets and tapered to an 8.2 mm circular diameter at their 
outlets. The sprues had a length of 0.22 m and an area profile 
according to curve 2 in Fig. 4. The inlets were positioned at 
0.10 m from the rotational axis where their square shapes 
nestled together, minimizing locations where stagnant zones 
of coal could accumulate. The control nozzles were 36 mm 
long, terminating in a 2.2-mm orifice. The rotor could be 
driven at speeds up to 3600 rpm by a diesel engine prime 
mover with a hydraulic pump/motor power transmission 
unit. Speeds were manually adjusted from the control room 
by means of a remote actuator on the hydraulic motor 
displacement control. Speeds could easily be stabilized within 
a few rpm during test runs. 

Critical components of the kinetic extruder were the four 
rotating seals denoted by numbers 1-4. Seals #1 and #2 were 
the main shaft seals, seal #3 sealed between the rotor and the 
stationary feed pipe which delivered coal into the rotor eye, 
and seal #4 was a pair of seals which allowed injection of the 
control gas into the shaft. All of the seals were Crane Type 28 
nitrogen-buffered double seals. These seals are similar in 
appearance to conventional face type double seals, except that 
high-pressure gas rather than seal oil is used as the 
pressurizing buffer fluid supplied between each set of seals. In 
the present case, nitrogen buffer gas at a pressure of 33.8 bar 
(475 psig) was fed to all the seals from a regulated supply. The 
flow of seal gas varied slightly with speed and temperature but 
normally was approximately 4 g/s (7 scfm) for all four seals in 
aggregate. This represents the leakage through a total of ten 
rotating seal faces. The split in the leakage flow between that 
into the process and that outboard would be roughly even. 
The sealing faces float slightly out of contact so that frictional 
torque is negligible. 

The test loop and instrumentation is also well documented 
in [11]. Only those instruments directly used in obtaining the 
present experimental data will be listed here. The test loop 
may be briefly described as consisting of two 50-cu-ft hop­
pers, one serving as an atmospheric, gas-fluidized, feed 
hopper, and the other being the pressurized receiver. The 
pressurizing gas, as well as all other test loop gas flows, was 
nitrogen. Coal was delivered to the suction side of the kinetic 
extruder via a 3/4-in. pipe from the feed hopper. The kinetic 
extruder housing was mounted directly above the receiving 
hopper and discharged the coal fed through the rotor directly 
into the receiver. While the receiver and kinetic extruder 
housing were pressurized, coal could be recycled back from 
the receiver to the feed hopper through a 3/4-in. transfer pipe. 
During tests, the kinetic extruder was run continuously, 
transferring coal from the feed hopper into the pressurized 
receiver hopper. Periodically, as the receiver became full, the 
recycle pipe valve was opened and the coal allowed to flow 
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back to the feed hopper. The feed hopper was mounted on 
three BLH Model U3L1 load cells with Weston digital 
displays. Load cell readings were summed to determine 
hopper weight and the coal flow rate was established from 
weight versus time plots. The test coal was nominally 45 
percent passing 200 mesh grind of a Utah Bituminous coal. It 
was scalped with an 18 mesh screen on loading it into the test 
loop to remove any oversize material which could'clog the 
control nozzle orifices. Shaft torque and speed were 
monitored with a Lebow Model 1605 torque meter with a 
speed pickup, and Datronic Model 3240 and 3278 signal 
conditioner-indicators. Receiver hopper pressure was con­
trolled by a Fisher Model 4150 controller and instrumented 
with redundant 600 psig Marsh 1 percent gages. Control 
nozzle pressure differential was measured by a Foxboro 
Model Ell DM transmitter and also by a redundant Dwyer 
gage. Rotor eye pressure was monitored by a Foxboro Model 
Ell AH transmitter and also by two compound gages. A Cox 
Model GL8-4 turbine meter, which was specially calibrated 
for 500 psig nitrogen, was used for the control gas flow-rate 
measurement. Seal buffer gas flows were measured with 3 
Brooks Model 3602 high-pressure purge meters. The seal #3 
eye side purge flow was periodically verified by diverting the 
flow through a Dwyer Model RMB-56 rotameter at at­
mospheric pressure. Gas/coal temperature in the receiver was 
monitored with a Fluke 2170A digital thermometer. The rotor 
eye vent system flow was measured by a 5/8-in. metering 
orifice in a vertically downward section of the 1-in. Sch 40 
suction pipe. The orifice pressure instrument was Dwyer 
Capsuhelic differential gage. 

Special instrumentation was a device termed the sprue flow 
detector. This was a PCB Model 121A02 piezoelectric 
pressure transducer which was in a fixed mounting inside the 
kinetic extruder housing, close to the nozzle outlets in the 
periphery of the rotor. The coal jets issuing from each nozzle 
struck the detector in sequence, producing a signal which was 
monitored on an oscilloscope that was phase referenced to the 
rotor shaft speed. A normal display was a 12-pulse wave train 
on the scope, each pulse corresponding to the flow from a 
particular control nozzle. The transducer head was protected 
from erosion by a cap and wear rod of hard material. 

Estimated accuracy of the experimental data is as follows: 
coal flow rate ±5 percent, housing pressure ±2 percent, 
control gas pressure ±0.1 bar, control gas flow rate ±10 
percent, rotor speed ± 1 percent. 

5 Sprue Gas Flow Data 

Under many, though not all, operating conditions of the 
kinetic extruder at elevated pressures, the gas flow direction 
inside the sprue is radially inward, with a measurable amount 
of net leakage of control nozzle gas through the plug of coal 
in the sprue into the eye of the rotor. In the present tests of the 
machine, the sprue gas flow was determined by means of a gas 
material balance on the eye region of the rotor. Comparison 
of this leakage flow rate with theoretical predictions provides 
the only really direct evidence that the material flow in the 
sprue is in accordance with the present view of it. 

Experimentally, the sprue gas flow was determined from 
the following material balance 

-QS = Q»-Qb-Qi-Qc (ID 
where 

Qs = gas flow rate in sprue (positive outward) 
Q„ = measured gas flow rate in vacuum system suction 

pipe; this was the primary experimental 
measurement 

Qb = a seal area purge flow which entered the rotor eye 
Q3 = seal #3 leakage flow 
Qc = gas entering eye with the coal feed 

Table 1 Sprue gas flow data 

Run ID 

462 
462 
462 

483 
483 
483 
483 
483 
483 

490 
490 
490 
490 

491 
491 

495 

496 
496 

500 
500 

501 

505 

505 

(kg/s) 

0.33 
0.41 
0.39 

0.54 
0.19 
0.19 
0.57 
0.22 
0.32 

0.40 
0.37 
0.32 
0.32 

0.28 
0.40 

0.23 

0.35 
0.28 

0.40 
0.50 

0.32 

0.34 

0.39 

,PN (bar) 

23.2 
23.4 
7.9 

17.0 
13.1 
13.1 
22.8 
22.1 
23.0 

7.6 
26.6 
29.7 
29.7 

29.3 
30.8 

15.2 

16.5 
15.8 

27.2 
27.7 

26.8 

26.6 

25.8 

<#> 

1.7 
1.2 

-0.5 

-0.2 
0.8 
0.5 
0.3 
1.8 
2.2 

-0.2 
1.4 
1.8 
3.3 

3.4 
2.3 

0.5 

-0.1 
-0.3 

0.9 
0.3 

1.2 

1.3 

1.0 

Msample) 
HO- 9 cm2) 

3.4 
3.4 
3.4 

4.0 
4.0 
4.0 
4.0 
4.0 
4.0 

4.0 
4.0 
4.0 
4.0 

3.5 
3.5 

3.9 

2.9 
2.9 

2.7 
2.7 

2.9 

2.6 

2.6 

The Qv measurement was difficult to obtain reliably because a 
minor amount of extremely fine coal dust was contained in 
the suction gas flow, and this dust plugged the metering 
orifice taps in a short time, if they were left connected. This 
problem was countered by leaving the taps disconnected from 
the pressure instrument, allowing an inward air bleed, and 
only connecting them briefly when an actual reading was 
taken. This reduced the amount of data that could be gathered 
conveniently, but gave confidence in what was obtained. 

The seal purge Qb was a relatively large term in the material 
balance. However, it could be accurately measured and was a 
constant quantity controlled by a needle valve in choked flow. 
A rate of purge flow of Qb=3.4 g/s was used throughout the 
experimental program. The remaining terms, Q3 and Qc, 
could not be measured directly but fortunately are small. The 
seal #3 leakage flow into the eye is estimated at Q3 =0.34 g/s 
based on 20 percent of the total measured flow into seals #1 
and #3. This combined flow was all that was available because 
the buffer gas supplies for these two seals are internally 
common in the machine. The 20 percent figure represents a 
reasonable estimate based on the number (4) and sizes of the 
seal faces leaking. Finally, for the purposes of data reduction 
the Qc term was estimated as 0.13 percent of coal flow, which 
makes it typically only slightly greater than Q3. This quantity 
was arrived at from a coal density of 500 kg/m3 in the feed 
pipe flow into the rotor eye. This is a fluid bed regime density 
representative of the coal in the fluidized feed hopper. In view 
of the several uncertainties, the probable accuracy of the 
reduced Qs data is estimated to be no better than plus or 
minus 0.5 g/s. 

Theoretical model predictions of the sprue gas flow Qs 
show a first-order dependence on sprue outlet pressure, coal 
flow rate, and the permeability of the compacted coal plug 
within the sprue. The permeability of the feedstock was 
monitored by periodic sampling from the test loop and 
subjecting the sample to a standardized test. This test method 
is covered in more detail in [1, 2], but briefly it involves 
compacting a test tube sample of coal at a standard lOOOg in a 
laboratory centrifuge, and then measuring the permeability of 
the compacted plug directly by a gas flow test. The same test 
yields a value for compacted bulk density. The compaction 
stress on the coal in the lab test is believed to be reasonably 
similar in magnitude to that on the coal plug in the kinetic 
extruder sprues. 
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Fig. 7 Sprue gas flow as a function of nozzle pressure and coal flow 
rate; theoretical predictions for ft = 3.7 x 1 0 _ 9 c m 2 
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Fig. 8 Sprue gas flow as a function of nozzle pressure and coal flow 
rate; theoretical predictions for ft = 2.8 x 1 0 _ 9 c m 2 

In the present test program, the coal inventory in the test 
loop was recycled through the kinetic extruder an average of 
approximately 30 times before removal and replacement with 
fresh material. This resulted in some gradual changes in 
material properties due to attrition and drying. Typically the 
fresh coal had a lab test permeability of approximately 
7 x 10 ~9 cm2 and this value decayed asymptotically to about 
2.5 x 10 ~9 cm2 with repeated passes around the test loop. 
Generally, the initial decay rate was fairly rapid, and the bulk 
of the performance data was taken when the test loop coal 
inventory was 4 x 10~9 cm2, or lower, in permeability. 
Sample bulk density test results were always in the 775-825 
kg/m3 range. The coal true material density, and a porosity 
value of 37 percent at 800 kg/m3 bulk density, were deter­
mined by an alcohol displacement technique. Test loop 
samples were taken frequently enough so that the coal 
properties during a particular performance test run are known 
with reasonable confidence. 

As stated, theory indicates that sprue gas flow is a function 
of three key variables: nozzle pressure, coal flow rate, and 
permeability. The experimental sprue gas flow data are listed 
in Table 1. This shows Qs, as calculated from equation (11), 
together with the corresponding values of pressure, coal flow 
rate, and the permeability determined from test samples. 
Theoretical predictions may be presented in the form of 
multiple sets of predicted Qs versus PN curves, with coal flow 
rate as a parameter, each full set of curves representing a 
single value of permeability. One set of theoretical Qs curves, 
for a permeability value of fc = 3.7 x 10"9 cm2, is given in 

k = (3 .7± 0.3) x 10 cm 

k = (2 .8+ 0.2) x 10~9 cm 

_ 1 _ 
- 1 0 1 2 3 4 

- Q s ( C A L C U L A T E D ) ( g / s ) 

Fig. 9 Comparison of theoretical and experimental sprue gas flow 
data 

Fig. 7. A second set, for the lower value of & = 2.8 x 10 ~9 

cm2, is shown in Fig. 8. A void fraction of 37 percent and a 
bulk density of 800 kg/m3 was taken for all the theoretical 
calculations. 

Comparison of the Table 1 data with theoretical predic­
tions, as determined from Figs. 7 and 8, shows agreement 
within the estimated probable error of the data. No systematic 
deviations can be identified. Figure 9 illustrates the com­
parison by plotting the measured data as a function of 
calculated values. As shown, most of the data fall quite close 
to the 45-deg line in the graph. It may be concluded from this 
favorable comparison that (1) the bench permeability tests 
yield values of k and bulk density that are representative of 
the state of the coal in the kinetic extruder sprues, and (2) the 
basic assumptions of the theory (i.e., one dimensionality and 
uniform properties) are reasonably accurate in their ap­
plication to the permeation flow of gas through the moving 
coal plug. 

6 Coal Flow Rate Performance Data 

Experimental kinetic extruder coal flow-rate data are 
presented as a function of control gas differential pressure 
setting in Fig. 10. The three groups of data correspond to 
three combinations of housing pressure and rotor speed: 7.9 
bar, 2700 rpm; 14.8 bar, 2850 rpm; and 24.5 bar, 3600 rpm, 
respectively. The range of experimental flowrates shown 
represents the minimum and maximum rates that could be 
stably achieved with the control pressure range available. The 
lower limit is characterized by the condition that the actual 
nozzle pressure differential APN becomes negative. Attempts 
to operate with APN<0 yielded unreliable behavior 
characterized by frequent interruptions in the flow from 
individual nozzles. The upper limit corresponds either to the 
maximum APC setting of the controls, or to a suction side 
limit caused by excessive pressure drop in the feed pipe. 

The three curves also plotted in Fig. 10 are predicted 
performance curves for the above pressure-speed com­
binations, as calculated from equation (10). Values of the 
equation (10) A and B parameters that were used are 
A = 0.00290 kg/s, and B = 7200 bar ~'. This value of A is that 
obtained from the bench experiments with sand. The B value 
was determined by adjusting for a best fit to the Fig. 10 data. 
As shown, with this value of B, the agreement between the 
prediction from equation (10) and the data are quite good at 
all three combinations of speed and housing pressure. 

7 Control Gas Flow Rate Data 

The rate of flow of control gas was monitored and these 
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Fig. 10 Kinetic extruder coal flow rate as a function of control gas 
pressure differential; comparison of experimental data with predictions 
of equation 10 

data may also be compared with predictions. The control gas 
flow requirement is mainly that needed to pressurize the 
interstitial porosity of the feed material up to the control 
nozzle pressure. As such, the volume rate of gas flow per unit 
coal flow through the nozzle should be a fixed quantity equal 
to e0/pco, where e0 and pco are the void fraction and coal bulk 
density at the control nozzle outlet position. This picture must 
be slightly modified since some control gas may escape up­
stream through the sprue plug and also some may permeate 
through the nozzle coal. The nozzle gas material balance may 
be written as: 

Qg = to Qs i QN ( 1 2 ) 

pNmc pco pNmc pNmc 

If Qs and QN are small, then the volume gas flow per unit coal 
flow would be constant, independent of operating pressure 
(neglecting minor temperature variations). Based on the 
observed range of Qs data (see Table 1), the maximum Qs 
contribution would have an effect of about 25 percent in the 
above equation. There is no information on the magnitude of 
QN-

Figure 11 shows the control gas flow data, in actual cubic 
meters at nozzle pressure per kg of coal feed, as a function of 
nozzle pressure. The data are divided into high (solid points) 
and low (open points) nozzle pressure differential groupings. 
These would also approximately correspond to higher and 
lower rates of coal throughput. As shown, the relative con­
stancy of the control gas flow in these terms hold fairly well. 
Some scatter occurs, a portion of which can be attributed to 
differing amounts of gas leakage upstream through the 
sprues. The scatter band is perhaps a little wider than would 
be expected based on the sprue gas flow data. The lower rate 
at the lowest pressures is due to the lack of any sprue leakage, 
and also the fact that the shaft seal #4 leaks some seal gas into 
the control gas stream. This seal leakage is a fixed mass flow 
which becomes significant in terms of volume flow at low 
pressure. If it is assumed that the lower limit of the data 
scatter band, about 7.5 x 10"4 m3/kg, represents the actual 
interstitial volumetric flow, this would correspond to a void 
fraction of 49 percent and a coal bulk density of 650 kg/m3 at 
the nozzle outlet. This seems a reasonable value, considering 
the relatively high velocity and rate of area change in this 
location, in comparison to the sprue. 

8 Limiting Behavior 

Under conditions where the rotor speed is insufficient for 
the gas pressure against which the kinetic extruder is pump­
ing, operation becomes unstable. If the speed is so low that 
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Fig. 11 Control gas volumetric flow data (actual m3 per kg of coal) as 
a function of control nozzle pressure 

Fig. 12 Predicted ratio of sprue pressure gradient to centrifugal force 
at marginal speed conditions; coal flow rate 0.365 kg/s 

the integrated pressure gradient exceeds the integrated effect 
of the centrifugal force, the plug of coal in the sprue is forced 
back toward the eye of the rotor, loses its sealing integrity, 
and a blowback of gas into the rotor eye would then occur. In 
practice, however, it is found such events do not take place 
because before such a low speed is reached, another type of 
flow instability takes place which is considerably less 
dramatic. The manifestation of this instability, which is here 
termed a nozzle flow upset, has been investigated by ex­
perimenting with the machine under marginal speed con­
ditions. 

Experimentally, such an upset is marked by a cessation of 
flow from one nozzle orifice, as indicated by the sprue flow 
detector signal, coupled with a drop in control nozzle pressure 
differential and a large increase in control gas flow as the APC 
controller attempts to compensate. No changes in rotor eye 
pressure are observed, indicating that the sealing properties of 
the plug of coal in the nonflowing sprue are maintained. The 
only conclusion that can be drawn is that the coal is somehow 
forming a stable arch near the end of the sprue, which stops 
the flow, allowing the control nozzle to drain free of coal. 
Control gas may then flow freely out the now empty nozzle, 
immediately leading to a loss of pressure differential in all the 
nozzles (which have a common supply) and the large increase 
in gas flow. Once such a condition occurs, the flow in the 
offending sprue will only restart if the housing pressure is 
reduced substantially, typically by at least 50 percent. 

Based on a number of experiments, what may be termed 
marginal operating speeds were identified for three housing 
pressure levels. These marginal speeds are defined as those for 
which a nozzle flow upset typically occurred within the time 
period available for one test run at pressure, generally 10-20 
min. The marginal speeds as a function of housing pressure 
level are given in Table 2. 
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T a b l e 2 M a r g i n a l opera t ing s p e e d s 
Experimental 

Housing pressure Avg. nozzle marginal speed 
(bar) (psig) pressure (bar) (rpm) 
14.8 200 15.6 2700 
21.7 300 23.5 3200 
28.6 400 31.4 3600 

The nozzle flow upsets were, of course, a statistical event 
and critical speeds could not be established with great 
precision. However, it is felt that the Table 2 data give a 
consistant indication of the boundary between stable and 
unstable operation as observed in the tests, within an 
estimated accuracy of 100 rpm. 

Predictions of the pressure gradient and centrifugal force 
distributions in the sprue coal plug for the above three 
marginal operating conditions have been made using the 
theoretical model. The most usual coal properties were 
assumed for the calculations (£=3.7 x 10-9 cm2, e = 37 
percent, and pc = 80Q kg/m3). Results of the theoretical 
computations are summarized in Fig. 12. This shows the 
predicted ratio of pressure gradient to centrifugal force 
plotted as a function of radial position along the sprue, for 
the three cases. A value of one or greater over a significant 
length of sprue would indicate definite instability. All three 
curves are for a flow rate which was midrange to the ex­
perimental conditions, m,, = 0.365 kg/s. 

As shown in Fig. 12, the predicted excess of centrifugal 
force over the pressure gradient is fairly consistent under the 
three marginal conditions. In the outboard half of the sprue, 
where most of the pressure drop takes place, the force ratios 
average about 0.7. This value can evidently be taken as 
defining the boundary of unstable operation for this sprue 
shape. It also may be noted that the first half of the sprue is 
rather lightly loaded. An improved sprue shape, which would 
give a better match between the pressure gradient and cen­
trifugal force over the whole sprue, could improve overall 
performance. 

To conclude, the precise mechanism by which a stable sprue 
outlet arch forms at marginal operating conditions, leading to 
the nozzle flow upset, is not known. It does not appear to be 
explainable in light of the simple, uniform properties analysis 
of the sprue flow. It is the authors' view that the cause is most 
likely a small random slug of coal with significantly differing 
properties, i.e., lower permeability, that forms the bridge. 
Analysis of this situation will have to wait for a more 
elaborate theory which takes into account the solid stress state 
and its coupling to the bed properties governing gas per­
meation flow. On the other hand, as a general predictor of 
minimum operating speeds the simple theory still appears 
quite useful, if tempered with prudent margins of safety. 

9 Conclusions 

It may be concluded from the present work that the kinetic 
extruder's status of development is now relatively mature in 
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terms of the basic engineering understanding of the material 
flow behavior in the device. The theoretical calculations of the 
sprue gas flow are in good agreement with test data in terms 
of prediction of rates of leakage flow, and are in fair 
agreement in terms of predicting speed versus pressure limits 
of operation. A semi-empirical equation for the rate of flow 
through the kinetic extruder is very successful in predicting 
characteristic operating curves over the machine's range of 
performance. Average bed properties at the state of com­
paction within the sprue passages appear to be adequately 
determined by bench testing of material samples. However, 
the constant bed properties flow theory falls short of 
predicting the precise mode of limiting behavior in the sprue. 
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Effect of Surface Configuration 
During Solid Particle Impingement 
Erosion1 

A study of the progression of erosion and its detrimental effects due to solid particle 
impingement requires a detailed understanding of the erosion process and mor­
phology of real surfaces of ductile metals. A series of experiments was conducted to 
investigate the erosion characteristics of aluminum alloy surfaces during spherical 
glass bead and angular crushed glass particle impingement. The effects of particle 
shape on cylindrical surfaces and surfaces with pre-existing holes and slits were 
determined. An attempt was made to understand the relationship between erosion 
rate and pit morphology. Based on the experimental observations, an empirical 
relationship between erosion rate and volume loss is presented. This technique 
provides an improved prediction method for a wide spectrum of ductile materials. 

Introduction 

The detrimental effects of erosion during solid particle 
impingement have been encountered in several components 
varying from pneumatic transport to space programs. These 
include erosion of coal gasification machinery due to ash 
particles, abrasion erosion of pipelines and valves during 
pneumatic and slurry transport, loss of efficiency, per­
formance loss of aircraft turbomachinery due to sand 
ingestion and erosion, and erosion and abrasion damage of 
rocket nozzles due to condensed metallic oxide particles. 

There have been several parametric studies to investigate 
the effect of particle velocity, angle of impact, particle size 
and shape (angularity), particle charge, properties of 
materials and abrasives, etc. on erosive wear (e.g., [1, 2]). A 
majority of the laboratory scale equipment, such as sand blast 
apparatus, wear chambers, wear pumps and nozzles, tunnels, 
jet and rotating arm devices, have been used to examine flat 
specimens for such studies (e.g., [3, 4]). The information 
available on ductile material erosion thus far has not resulted 
in a universal erosion model using properties and parameters 
of both erodent and eroding materials. 

The surfaces in real erosion situations are continuous 
combinations of convex and concave curvatures. The erosion 
prone joints, corners, and attachment of components in 
machinery and other devices impart severe life limitations due 
to the progression of erosion. Some investigators have 
therefore studied the erosion phenomenon for a specific 
requirement using particular configurations (e.g., [5, 6, 7]). 
Some researchers have studied cylinders of different materials 
both along and perpendicular to the axis. For example, 
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Neilson and Gilchrist [5] tested hard steel, mild steel, brass, 
and aluminum cylinders using 500-/xm iron grit and brass 
using 250-/xm grit. Tilly [8] tested aluminum cylinders with 60-
to 125-/xm quartz grit. Also tested were tubes of aluminum 
oxide using aluminum oxide grit [5] and tubes of aluminum 
using 270-/xm steel shot [9]. Barklow et al. [10] have studied 
both experimentally and theoretically the erosion-corrosion 
process of cylinders with aluminum oxide grit. In all these 
studies the erodent particles have impinged the surface 
perpendicular to the axis of the cylinder. Carter et al. [11], 
however, impinged copper and stainless steel cylinders along 
their axes using 0.1-mm sand grit. 

The objective of this paper is to present (1) the erosion of 
circular cylinders which represent features of bluff leading 
edges as in gas turbine blades, and (2) the erosion and mor­
phological characteristics of circular cylindrical holes and 
conical holes as well as slits which represent ordered 
asperities, joints, corners, cooling holes on turbine blades, 
and attachments on erosion prone surfaces. 

Background 

Several theoretical attempts on the impact of particles on 
cylindrical surfaces and their trajectories have been made. 
Thus, different size particle impact trajectories around the 
circular cylinders [10], particle impact on a circular cylinder 
cascade [12] and its boundary layer effects [13], particle 
trajectories in the wake of a cylinder [14] (using the flow field 
generated by the discrete vortex method), and the particle 
rebound phenomenon around a cylinder [15] have been 
reported. 

Other important analytical studies reported have been (1) 
solution of fluid-particle systems from the leading edge of a 
flat plate resulting in a new shear law and a new heat transfer 
coefficient appropriate to the gas-particle boundary layer 
even at high temperatures for constant size particles [16], (2) 
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inertial impaction efficiency calculations and experimental 
verification pertaining to single elements such as cylinders, 
spheres, plates, airfoils, rectangular traps, ribbons and 
ellipsoids of revolution [17], and particle trajectory 
calculations of spherical particles in a uniform two-
dimensional fluid flow about a circular cylinder and lifting 
aerofoil section [18]. Well-documented reviews of the state-
of-the-art of the flow of solid-fluid particle studies pertaining 
to aircraft structures and turbomachinery are also available 
(e.g., [19, 20]). 

In sand blast tests the particles nearing the flat or cylin­
drical surface target depart or deviate from the fluid 
streamline trajectory resulting in different particle velocity 
and impact angle at the point of impact compared to the 
initial free stream conditions. Small particles most closely 
follow the flow to the streamlines, but in some instances miss 
the "target surface" altogether [8, 21]. It was observed in [10] 
that the particles of more than 11 -/mi size may not be in­
fluenced by the flow field and the presence of targets. Tilly [8] 
has defined the number of particles that strike the target 
relative to the total initial number of particles in the free 
stream as the strike efficiency. Barklow et al. [10] and Dring 
[12] defined this parameter as impact number density. 
Golovin and Putnam [17] defined the efficiency of impaction 
as the ratio of the number of particles flowing through the 
minimum cross section to the number of particles flowing 
through the target projected area. Tilly [8] calculated the 
strike efficiency for various sizes of particles as a function of 
velocity on cylindrical surfaces and as a function of the angle 
of approach for flat surfaces in uniform flows. The detailed 
information pertaining to the change of the angle of impact 
during the particle impingement is available in [12]. Golovin 
and Putnam [17] presented inertial impaction efficiency as a 
function of inertial impaction parameter for rectangular half-
body, ribbon normal to flow, sphere, recessed trap, cylinder, 
ellipsoid of revolution, and airfoils. 

The aerodynamic effects involved during normal incidence 
in a uniform flow have been discussed by Laitone [22, 23] and 
Murthy and Crowe [24]. A universal understanding of the 
erosion processes on real surfaces which affect friction, drag, 
and performance characteristics has not been fully attained. 

Apparatus and Experimental Procedure 

Specimens. Specimens of the aluminum alloy 6061-T6511 
were used in this investigation. The aluminum cylinders of 
12.7- as well as 25.4-mm diameter and 37.5 mm long were 
used. Both circular cylindrical holes and geometrically similar 
conical holes were drilled on the 6 by 25 by 37.5-mm 
aluminum alloy specimens. The nominal composition and 
mechanical properties of the aluminum alloy were available in 
[25]. Before erosion exposure, all specimens were polished 
with 600-grit emery paper, then with 3-̂ im diamond paste, 
cleaned to a clean surface and then rinsed with distilled water, 
and air dried. 

Apparatus and Procedure. A sand-blasting facility was 
used to continuously impact test specimens at normal in-

Table 1 Particle velocity and flow rate of glass beads and 
crushed glass particles 

Parameter 

Part ic le veloc­
i t y , m/sec 

Par t ic le flow 
rate, g/sec 

Parameter corresponding to erodent 
part ic les flowing at gas pressure 

Glass heads 

0.27 HPa 

72 

0.98 

0.82 MPa 

130 

0.48 

Crushed glass 

0.27 MPa 

48 

0.34 

0.82 MPa 

87 

0.22 

cidence. Commercial grade No. 9 (20-/wn diameter) spherical 
micro-glass beads and commercial grade No. 10 (30 jan) 
angular crushed glass were used. The particle size distribution 
of glass beads has been presented [26]. The SEM 
micrographic details of the sizes and shapes of both forms of 
glass are available in the literature [27, 28]. In the sand­
blasting facility the distance between the specimen and the 
nozzle (1.18 mm diameter) was 13 mm. Argon was used as the 
driving gas at gage pressures of 0.27 and 0.82 MPa. The 
average centerline particle velocities and erodent flow rates 
are presented in Table 1. The velocities are obtained by using 
a double disk arrangement similar to one discussed earlier 
[29]. Measurements were not made of the velocity distribution 
from the center to the outer radius of the jet. The jet 
divergence was about ±2 deg relative to the center line. The 
nozzle is replaced frequently during the experiments to limit 
the effect of nozzle wear on jet divergence, particle velocity, 
erodent flow rate, etc. The nonsymmetric erosion pit is an 
indirect indication of the nozzle wear in this type of study. 

Volume loss was calculated from weight lost. The sen­
sitivity of the balance used was ±0.1 mg. Surface profiles of 
the eroded surfaces were recorded with a profilometer. The 
depths of the shallow pits were measured from surface traces 
and checked with a depth gage. The sensitivity of the gage is 
±2.5 /xm (0.0001 in.). The eroded surfaces were observed 
with an SEM. 

Experimental Results and Discussion 

Erosion of Circular Cylinders 
Erosion Characteristics. Figure 1 presents cumulative 

erosion data for 25.4- and 12.7-mm-dia aluminum alloy 
circular cylinders as a function of the abrasive charge of the 
spherical glass beads and angular crushed glass. The driving 
gas pressure was 0.82 MPa and particle velocities are 130 and 
87 m/s for glass beads and crushed glass particles respec­
tively. Results obtained on flat surfaces and micrographs 
taken earlier [27, 30] were included for comparison. Figure 1 
shows that the erosion of cylinders exposed perpendicular to 
their axis is less than the erosion of flat surfaces. This is true 
for both forms of glass despite the fact that the average 
erosion rate varies by one order of magnitude between glass 
bead and crushed glass impingement. This is also in 
agreement with earlier investigations [8, 15] which attributed 

A,A' 
a 
b 

C 

c 

= coefficients 
= constant (intercept) 
= base diameter of cylindrical 

hole 
= coefficient (equations (6) 

and (7)) 
= coefficient (Figs. 10 and 14) 

D 

d 
d, 
m 
n 
R 

t 

= d iameter of c i rcular 
cylindrical hole 

= depth of pre-existing hole 
= diameter of the nozzle 
= exponent 
= exponent 
= radius of curvature of the 

cylindrical surface 
= exposure time 

V = cumulative volume loss 
w = abrasive charge 
ec = strike efficiency of a 

cylindrical surface 
tf = strike efficiency of a flat 

surface 

Subscripts 
max = maximum 
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Fig. 1 Cumulative volume loss as a function of erodent impingement
on circular cylinders and flat surface at normal incidence; driving gas
pressure, 0.82 MPa (gage); Instantaneous erosion rate at B equals slope
of local tangent at B = 4V/4W; cumulative average erosion rate at B
equals slope of line joining origin and point B = V/w; experimental
data variation is from 1.0 to :I: 7.76 percent at various exposure times,
the maximum being at the Inception stages of erosion

Fig. 2 SEM micrographs of eroded aluminum alloy surfaces exposed
to glass bead Impingement depleting flakes and dents: (a) dislodging
flakes; (b) detailed view of flake in (a); (e) Individual flakes and
dents; (d) detailed individual dents In (e)

this effect to the reduction of strike efficiency in a uniform
flow of erodent particles.

As the diameter of the cylinder decreased, the cumulative
erosion also decreased (see Fig. I). Most impinging jets induce
damage by direct impact and radial outflow of the particles.
On slightly convex surfaces, such as cylinders, the radial
outflow component of erosion is believed to be reduced. Also,
the particles deviated at a stagnation point, as discussed by

earlier investigators [8, 21, 22], and may possibly miss the
surface altogether. Hence, on cylinders, the angle of im­
pingement changes from normal (90 deg) to glancing (0 deg),
or to complete missing. This probably causes the reduction in
erosion as theoretically predicted in [8, 10, 12, 23, 24] using
particle trajectories. It is also to be remembered that a circular
cylinder is a complicated form from a (two-phase) fluid flow
point of view. Although other researchers [5, 8] have studied
the erosion characteristics of circular cylinders, the effect of
time and jet have not been reported.

Strike Efficiency. The reduction of erosion and strike
efficiency of particles from a jet impinging a cylindrical
surface may be attributed to the change of angle of incidence
when compared with flat surfaces (see schematic in Fig. I).
The ratios of strike efficiency on a flat surface to that on a
cylindrical surface for uniform flows of 20- and 30-~m size
particles, without considering shape of the particles, were
calculated to be 1.103 and 1.05, respectively [8]. The flat
surface to cylindrical surface erosion rate ratios from steady­
state regions for jet flow glass beads (20 ~m) and crushed
glass (30 ~m) were 1.105 and 1.002 (Fig. I). This agreement
with glass beads shows that surface configuration seems to be
of considerable influence during the deformation wear
process. During the glass bead impingement, material appears
to have been removed in the form of flakes as shown in Fig. 2.
Individual dents are also seen clearly in Figs. 2(c) and (d).
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Fig. 3 SEM micrograph of eroded aluminum alloy surface exposed to
crushed glass impingement depleting Jagged and cut surfaces

0 Pressure, Parlicle velocity, m/sec
MPa (gage)

Glass Crushed
beads glass

0
0 0.82 lJO 87
0 .68 113 16
0 .54 101 68
I'> .41 87 60

0 0 .27 72 48
CJ .14 52 41

Long-Term Exposure. In energy conversion systems
erosion prone components are exposed to long-term (around
20,000 hr) erosive environments. Figure 4 shows that the
erosion rate does not change for spherical erodent particles
and continuously decreases for angular erodent particles.
Figure 4(b) may be more realistic as most of the particles
encountered in real situations are angular. Also, for com­
ponents where erosion is prevalent, this may give the design
engineers an estimate not only of how to predict erosion but
also to use highly resistant material to reduce breakdown or
component change time. It is evident with angular particles
that for long exposures the pit becomes sufficiently deep to
affect the erosion rate.

Morphological Features on Cylindrical Surfaces. Five and
four different regions have been observed on flat surfaces
during spherical glass bead3 (micrograph in Fig. la) and
crushed glass4 (micrograph in Fig. Ib) impingement,
respectively, and also observed on cylindrical surfaces. The
radial tracks on negative sloping cylindrical surfaces are,
however, less severe.

The depth of cut in wear and erosion processes has been
correlated with material hardness for characterization of wear
resistance. It is known that the depth of cut in wear
phenomena and volume of pit in the erosion process represent

Flg.5 Erosion volume as a function of pit depth [31]

~at specimens exposed to glass bead impingement, at an advanced stage,
exhibit five regions (micrograph in Fig. la): Region I consists mainly of radial
deformation tracks, emanating from the center of the impact. The depth and
width of the tracks increase with radial distance from the center of the pit.
Region 2 consists of both radial tracks and concentric rings. For convenience,
these have been called "radial-concentric" rings. It was believed to be the first
observation of such patterns. Region 3 is a steep-slope region composed mainly
of radial tracks. Region 4 is rougher, with irregular concentric, ripple and crest
patterns. Region 5 is a transition from the undamaged zone to the incipient
erosion zone.

4 Flat surfaces exposed to crushed glass particle impingement, at an advanced
stage, exhibit four regions (micrograph in Fig. Ib): region I, pit bottom with no
clear pattern; region 2, concentric ripple patterns on the sides of the pit; region
3, a rough undulating region with a changing slope from almost vertical to
horizontal; and region 4, the transition from incipient erosion zone to the
undamaged area of the specimen.

" 000
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Fig. 4 Instantaneous volume loss rate as a function of erodent im·
pingement on circular cylinders and flat surfaces at normal Incidence;
driving gas pressure, 0.82 MPa: (a) glass bead impingement
exhibiting incubation, acceleration, and steady·state periods;
(b) crushed glass Impingement exhibiting Incubation, acceleration,
peak erosion rate, and deceleration periods

These flakes are believed to be formed by cyclic stress,
deformation, extrusion and final fatigue failure, which is
generally referred to as deformation wear. The disagreement
for crushed glass particles is due to (I) the applicability of
spherical particle theory to angular particles, and (2) the
cutting wear phenomenon with angular particles. During
cutting wear [30), all surfaces of the test specimens exhibit
jagged, angular, cut faceted patterns as shown in Fig. 3. In
this case, the surface appears to be cut by impact and sub­
sequent outflow.

From the foregoing it may be stated that as the radius of
curvature of cylindrical surface R - 00, the ratio of the strike
efficiency of a cylinder to the strike efficiency of a flat surface
telE! - 1. On the other hand, as R-O, Ee/E! - 00. In other
words, EelE! - I as R > > dj (diameter of the nozzle) and
Ee IE! - 00 as R < < dj without considering the shape of the
particles. .

Erosion Rate Versus Time Curves. Figure 4 presents
volume loss rate versus abrasive charge curves. With glass
bead impingement, curves exhibited incubation, acceleration,
and steady-state periods for the cylindrical surfaces (Fig.
4a). With angular crushed glass, on the other hand, they
exhibited incubation, acceleration, peak erosion rate, and
deceleration periods on the same surfaces.

The surface configuration and shape as well as size of
particles do not seem to influence the individual shape of the
erosion rate versus abrasive charge curve. Curves similar to
those in Fig. 4(a) are common type and have been discussed
by several investigators (e.g., [3, 8, 11]). The shape of the
curve in Fig. 4(b) is a less frequent type and has only been
reported by the present investigators [31].
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Fig. 6 Cumulative average erosion rate versus volume loss curves i 
aluminum alloy cylinder and flat surface during glass bead in 
pingement; driving-gas pressure, 0.82 MPa; particle velocity, 130 m/s 

material loss by wear and erosion phenomena respectively. 
Figure 5 is a typical plot of erosion volume as a function of 
the depth of the pit [31]. This is presented to investigate 
whether or not the depth of the pit represents the total volume 
loss after several millions of both forms of glass particle 
impact. Figure 5 shows that this type of correlation is possible 
for different velocities and the exponents appear to be almost 
equal irrespective of the shape of the erodent particle. Pit 
depth apparently appears to correlate well with erosion 
volume for both forms of glass particle impact compared to 
pit width, pit width/depth ratio and approximate pit volume 
[31]. Hence, it is also possible to compare the pit depths 
corresponding to steady-state period or peak erosion rate of 
different metals with metal properties for the characterization 
of erosion resistance. 

Characteristic of Erosion Rate Versus Cumulative Erosion 
Curve. Figure 6 presents typical log-log plots of cumulative 
average erosion rate versus erosion of an aluminum alloy 
cylinder and an aluminum alloy flat impacted with glass 
beads. The acceleration stage of erosion may be represented 
by a relation of the form (with respect to abrasive charge or 
exposure time) 

or 

V/t=A'V" 

V/w=AV" 

(1) 

(2) 

V=[Aw[/([-n)] (3) 

as w = / ( / ) , where Kis the cumulative volume loss (in mm3), 
t is the exposure time (in min) corresponding to V, w is the 
abrasive charge (in g) corresponding to V, A' and A are 
coefficients, and n is an exponent. The coefficients, exponents 
(slopes), and correlation coefficients are marked in Fig. 6. 
Differentiation of equation (3) with respect to w and sim­
plification provides 

dV/dw=AV"/(\-n) = K/[(l • 

dV/dt=V/[(\-n)t] 

•n)w] (4) 

(5) 
Equation (5) indicates that instantaneous erosion rate, dV/dw 
or dV/dt, during the acceleration stage may always appear to 
be a function of cumulative average erosion rate, VI w or V/t. 
The ratio of these two rates is therefore constant (equation 
(5)). Substitution of equation (3) into equation (4) results in 

where 

dV/dw = Cw" 

A i / ( i -

( l - « ) 

(6) 

(7) 

m = n/(l-n) (8) 

The advantage of this relation is that values of (dV/dt)max 

and time or abrasive dosage corresponding to this peak may 
be calculated with just a few experimental points and with a 
knowledge of A, n, and V/t. The experimental points of this 
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Fig. 7 Average weight loss rate as a function of cumulative erosion for 
aluminum and aluminum alloys 

relation deviate exactly at (V/t)max. The value of time 
corresponding to this peak may therefore be calculated. 

To explore the validity of the proposed power law relation 
and to confirm the results of the authors' findings, the ex­
tensive aluminum and aluminum alloy erosion data reported 
by other investigators [5, 8, 32-34] are analyzed using 
equation (2) and presented in Fig. 7. The slight differences of 
equations, the values of the coefficients, exponents, and 
correlation coefficients are presented in the legend of Fig. 7. 
Hence, it appears possible to predict average erosion rate with 
fewer points during the acceleration period. The charac­
teristics of this relationship require further investigation to 
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Fig. 8 Typical SEM micrographs of eroded aluminum alloy surfaces
with conical hole (b = 0.76 mm and d = 0.38 mm) exposed to glass
bead Impingement; drivlng·gas pressure, 0.27 MPa; particle velocity, 72
mls; (a) 15 s; (b) 30 s; (c) 120 s; (d) 180 s

Cal

(c)

Fig. 10 Typical SEM micrographs of eroded aluminum alloy surfaces
with circular cylindrical hole (0 = 3.18 mm and d = 1.35 mm) eXposed
to glass bead Impingement; drivlng·gas pressure, 0.27 MPa; particle
velocity, 72 mls; (a) 15 s; (b) 30 s; (c) 60 s; (d) 120 s

EXPOSURE TIME, sec
300 6006XI0'9

O. d. Old EQUATION OF LINE.
mm mm V • a +ct,

a c

0 3.18 1.35 1.4 -Q.471 0.W5
o 6.35 1.31 H -.113 .491
l;ll.ll 1.33 8.4 -.'Il1 .169

~

E
E

Fig. 11 Erosion of aluminum alloy surfaces with pre·existing circular
cylindrical holes as a function of time; driving·gas pressure, 0.27 MPa;
particle velocity, 72 mls; experimental data variation is from 0.5 to ± 5.9
percent at various exposure times, the maximum being at the inception
stages of erosion

60r------~T_-------'i

Figure 10 presents a typical series of SEM micrographs of
aluminum alloy specimens with circular cylindrical holes of
diameter D = 3.18 mm and depth d = 1.35 mm as a function
of exposure to glass bead impingement time. The average
particle velocity is 72 m/s. (The driving gas pressure is 0.27
MPa.) For small holes, radial tracks are observed around the
top of the hole (Fig. 10). Radial, concentric rings always
appear to develop on the side of the hole, and the central
portion of hole contains only irregular patterns. For larger
diameter holes, the radial tracks form at the bottom of the pit.
Irregular circumferential ripple patterns are also seen at the
pit bottom for wide pits. The radial tracks and radial, con­
centric rings appear to form earlier at 3.18 and 6.35-mm
diameters than on a flat surface. Hence, more erosion is
expected on these surfaces.

Figure 11 presents erosion versus time curves for circular
cylindrical holes of constant depth d (1.35 mm) and diameters
D of 3.18,6.35, and 11.12 mm (Dldj = 2.7, 5.4, and 9.4,
respectively). It is evident that erosion is large on the two
small diameters.

It is possible to suspect that the variations of erosion
volumes in Figs. 9 and 11 may be due to workhardening
during the process of the hole drilling. However, detailed
studies did not show evidence to this effect. Hence, it may be
stated that the volume losses obtained on individual surfaces
represent the true erosion characteristics due mainly to flow
differences induced by the presence of holes and their sizes.

b. d. bid EQUATION Of LINE.
mm mm V· a +ct,

a c
l; 0.76 O. J8 0.ll7 0.479
0 1.97 .98 -,275 .WI
0 3.07 1.53 -.186 .596

EXPOSURE TIME, sec
I 0;- -=:300:;::- -----,600'-', 7xlO-9

L.<;l"'-"-_L--'-_L--'-_'---'-_'---'-----'O
3 4 5 6 10
EXPOSURE TIME. t. min

Fig. 9 Erosion of aluminum alloy surfaces with pre·existing conical
holes as a function of time; driving·gas pressure, 0.27 MPa; particle
velocity, 72 mls; experimental data variation is from 0 to ±6.6 percent
at various exposure times, the maximum being at the inception stages
of erosion

E 5
E

assess its advantages compared to conventional curve fit
approaches.

Erosion of Pre-existing Holes and Slits

Morphological Features oj Holes. Figure 8 presents a
typical series of SEM micrographs of aluminum alloy
specimens with pre-existent conical holes as a function of
exposure to glass bead impingement time. The driving gas
pressure of 0.27 MPa (average particle velocity is 72 m/s) is
considered to systematically reveal morphological features.
The holes examined are geometrically similar with a constant
aspect ratio (base diameter b to depth d) of 2 (bl dj = 0.6, 1.7,
and 2.6, respectively, where dj is the diameter of the nozzle).
The existence of five regions as discussed by the authors [27]
with respect to flat surfaces is also seen in the present study.

The main features observed with conical holes are that
radial tracks form almost immediately and concentric ripples
(in region 4) are very faint. The inception of radial-concentric
rings is observed with b = 1.97 mm and b = 3.07 mm holes.
From the photographs it appears that damage on small pits is
more than on deep pits. However, this seems to be true only
during the initial phases of erosion; Fig. 9 presents cumulative
erosion versus time curves.
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Fig. 12 Cumulative volume loss of aluminum alloy as a function of 
crushed glass impingement on a slit at normal incidence; driving-gas 
pressure, 0.82 MPa; particle velocity, 87 m/s 

Erosion Characteristics. It is evident from Figs. 9 and 11 
that the erosion of aluminum alloy surfaces with holes -
conical and circular cylindrical - appears to be always more 
than the erosion on the flat surface except when the hole is 
very wide. However, there seems to be a different trend for 
these two forms of holes. The steady-state erosion rate in­
creases with increases in the size of the conical holes (keeping 
the same aspect ratio bid) (Fig. 9) and with decreases in the 
diameter of cylindrical holes (keeping approximately constant 
depth) (Fig. 11). The radial outflow pattern, particle rebound 
mechanism, and the strike efficiency (along with particle 
trajectory) seem to be the main reasons for the differences in 
erosion resistance. It appears that the theory proposed for 
rectangular traps using uniform flow theory is not applicable 
here. 

Erosion at Holes, Edges, and Narrow Slits. The erosion 
rate at holes and edges of the test specimens was considerably 
higher than that for a flat surface in the present study (Figs. 9 
and 11). Figure 12 presents a typical plot of erosion at a 
narrow slit (0.1 mm) with respect to exposure time of crushed 
glass particle impingement. This figure indicates that 
cumulative volume loss at a narrow slit is less than that on flat 
surfaces, although erosion progressed fast through the slit. 
This result, which is in conflict with that from shallow holes, 
is due mainly to the observed erosion below the slit on the 
neighboring component. The erosion on the base plate is also 
presented in Fig. 12. The total erosion on the top and base 
plates is equal to the erosion on a flat specimen without a slit. 
Slits reduce erosion but could extend and transfer the process 
to the adjoining or underlying components and base 
materials. Hence, caution should be exercised in designing 
this type of slits to alleviate erosion. 

Figure 12 shows that slopes of the curves for both flat 
surfaces, with and without slits, are the same. It is generally 
observed that with slits the depth of the pit increases faster 
than the width of the pit. Hence, one may assume that most 
impinging particles do not flow out from the pit surface, but 
escape through the slit to adjoining components, possibly 
causing erosion inside. 

Conclusions 

The main observations of these studies are as follows: 
1 Circular cylindrical surfaces experienced less erosion 

than flat surfaces with both glass bead and crushed glass 
impingement particles. The uniform-flow strike efficiency 
proposed also agrees with glass bead jets, providing almost 
the same ratio of erosion rate between flat and cylindrical 
surfaces. 

2 Curves of erosion rate versus time or glass bead dosage 
for circular cylindrical surfaces exhibited incubation, ac­

celeration, and steady-state periods. With crushed glass 
impingement, they exhibited incubation, acceleration, peak 
erosion, and deceleration periods. 

3 A (power law) relation was observed between 
cumulative erosion rate and volume loss during the ac­
celeration stage of erosion. This is believed to be ad­
vantageous for characterizing erosion using fewer ex­
perimental points. 

4 Most of the pre-existing holes - circular cylindrical and 
conical - exhibited more erosion than flat surfaces. 

5 The morphological features on an aluminum alloy 
surface with holes were similar to the ones on flat surfaces. 
The radial tracks were, however, observed on conical surfaces 
immediately after exposure to glass bead impingement. 

6 The erosion at a narrow slit was less than that on a flat 
surface. A slit generally extends the erosion to the adjoining 
and underlying components and base materials. 
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Characterization of Solid Particle 
Erosion Resistance of Ductile 
Metals Based on Their Properties1 

This paper presents experimental results pertaining to spherical glass bead and 
angular crushed glass particle impingement. A concept of energy absorption to 
explain the failure of material is proposed and is correlated with the erosion 
characteristics of several pure metals. Analyses of extensive erosion data indicate 
that the properties—surface energy, specific melting energy, strain energy, melting 
point, bulk modulus, hardness, atomic volume—and the product of the 
parameters—linear coefficient of thermal expansion x bulk modulus x tem­
perature rise required for melting, and ultimate resilience x hardness—exhibit the 
best correlations. The properties of surface energy and atomic volume are suggested 
for the first time for correlation purposes and are found to correlate well with 
erosion rates at different angles of impingement. It further appears that both energy 
and thermal properties contribute to the total erosion. 

Introduction 

The energy crisis has forced many power plants to use high-
sulfur coals and oils. The major byproducts of combustion 
combined with atmospheric moisture lead to H 2 S0 4 attack on 
mechanical and turbomachinery components. For example, in 
coal conversion, the combustion and gasification lead to 
severe corrosion and erosion problems in piping, valves, 
pumps, compressors, turbines, cyclone separators, etc. The 
power plants are expected to operate for over 20,000 hr 
without a major shutdown. One must, therefore, first 
recognize the seriousness of erosion/corrosion attack, and 
second, take steps early in the design phase to minimize these 
effects. The high number of erosion-related failures has, 
however, established erosion as a serious design con­
sideration. The problems of component erosion due to 
particulate laden gases will continue to increase as system 
temperature and process speeds in various systems are in­
creased. While coal gasification is one area where erosion is a 
critical problem, there are other areas such as injection of 
debris into aircraft engines and particle impact on space 
vehicles which are also of major concern. A better un­
derstanding of basic processes and mechanisms involved in 
erosion is therefore of utmost importance. 

Many attempts have been made to correlate the erosion rate 
of various ductile materials with their physical, mechanical, 
and other properties. However, no universal correlation using 
a single property or a combination of properties has been 
established. Table 1 presents the correlation attempts and 
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suggestions made by different investigators [1-20] using a 
variety of properties. The particle geometry, sizes, and 
shapes, the angle of impingement, and the velocity of impact 
are also recorded in the table. 

Thus far, the following properties have been examined by 
various investigators: hardness [1, 3, 5, 8, 13, 14], surface 
layer hardness [16], dynamic hardness [20], elastic modulus 
[2, 8, 13], ductility [5, 8, 14, 16, 20], localized ductility [19], 
melting temperature [6], tensile strength [8, 14], yield stress [8 
and 14], impact strength [14], fracture toughness [14], linear 
coefficient of expansion [14], product of hardness x 
elongation [1], "thermal pressure" [7], product of density x 
specific heat x melting temperature differential [9], (mean 
molecular weight/density)173 x 1/(thermal conductivity x 
melting temperature x enthalpy of melting) [10], metal-
metal bonding energy [11], ultimate resilience3 [12], specific 
melting energy [15], cohesive energy [17], and mechanical 
energy density4 [18]. Pure physical properties of metals such 
as density [4] and specific gravity [8] have also been tried with 
nominal success. A majority of these investigators used 
erosion data reported either by Finnie et al. [3] or Tadolder 
[21] or both. 

From a physical understanding it is logical that the energy 
absorbed by the material until it yields or fails in a tension test 
is a simple property that is expected to roughly represent 
erosion resistance of ductile materials [22]. Although this type 
of correlation has recently been attempted [18] for pure 
metals using the data in reference [3], the correlations do not 
appear to be better than earlier attempts [7, 8, 10, 12, 14, 16, 

3 Ultimate resilience = (tensile strength)2/[2 x elastic modulus]. 
4 This is also called strain energy or toughness and may be defined as work 

done to cause failure/unit volume and can be calculated from the area of the 
curve of an engineering stress-strain curve. 
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Table 1 Material property correlations with solid particle impingement erosion 

Investigator 

Wood and Espenscbade [ l] a 

Brauer and Kriegel [2] 

Finnie, et al. [3] 

Kayser [4] 

Tilly [5]c 

Smeltzer, et al. [6]d 

Ascarelli [7Jd 

Tuitt [8]c 

Hutchings [9]d 'r 

Jennings et al. [10]B 

Vijh [ l l ] d ' f 

Eyre [12] 

Sheldon [13]d'h 

Jones and Lewis [14]c 

Malkin [15]d'r 

Soderberg, et al. [16] 

Buckley [17]d 

Rickerby [18]d 

Levy [19] 

Hutchings [20] 

Erosion parameter 

Erosion rate 

Erosion 

Volume removed 

Resistance to erosion 

Erosion 

Volume removed 

Volume eroded 

Volume loss 

Volume loss rate 

Volume loss 

Wear resistance 

Erosion 

Erosion wear 

Erosion wear rate 

Specific erosion 
energy1 

Cutting erosion 
resistance 

Deformation erosion 
resistance 

Weight loss rate 

Volume erosion 

Erosion resistance 

Erosion resistance 

Correlated or suggested properties 
of materials 

Hardness (Knoop) 
Hardness x elongation 

Elastic modulus 

Hardness (VHN) 

Density (metals, alloys, and plastics) 

Hardness (VHN), ductility at fracture 

Melting temperature 

Thermal pressure (product of linear 
thermal expansion, temperature rise 
required for melting, and bulk 
modulus of metal) 

Hardness, tensile strength, ductility, 
proof stress, specific 
gravity, elastic modulus 

Density x specific heat x tempera­
ture rise required for melting 

(Mean molecular weight/density)173 

(Thermal conductivity X melting 
temperature X enthalpy of melting) 

Metal-metal (interatomic) bond 
energy 

Ultimate resilience (tensile 
strength)2/(2 X elastic modulus) 

Hardness (VHN), elastic modulus 

Impact strength, ultimate tensile 
strength, fracture toughness, 
elongation, hardness, coefficient 
of themal expansion 

Specific melting energy (melting 
energy per unit volume of target) 

Surface layer hardness 

Ductility 

Cohesive engery 

Mechanical energy density 
(strain engergy) 

Localized ductility 

Dynamic hardness and ductility 

Angle of 
impingement, 

deg 

90 

20, 30, 45, 50 
60, 75, 90 

20 

90 

20 

20 

30, 90 

20 
45 

20, 30, 45 
90 

20 
45 

20 

90 

20 
45 

15, 30, 45, 
60, 75, 90 

15, 30, 45, 
60, 75, 90 

20 

20 

15, 30, 90 

90 

Particle 
velocity, 

m/s 

b225 

20, 70 

76, 137 

143 

104 

137 

137 

305 

137 
82 

91-253 

137 
82 

76 

76, 137 
82 

20, 66, 
100 

20, 66, 
100 

137 

76, 137 

30, 61 

30-75 

Impinging particles 
(size, jim) 

Silica flour (74) 

SiC (250) 

Quartz sand (400) 

Quartz (60-125) 

SiC (250) 

SiC (250) 

Quartz sand (40) 

SiC (250) 
Quartz 

Glass beads (200) 
SiC (220) 

SiC (250) 
Quartz 

SiC (250) 

Quartz 
SiC 
Iron powder 

SiC (250) 
Quartz 

Olivine sand (350-490) 

Olivine sand (350-490) 

SiC (250) 

SiC (250) 

SiC (240) 

Glass beads (212-250 
and 495-600) 

Steel shot (600-700) 

aSeveral steels were correlated. 
"Airstream velocity (particle velociiy is much smaller than (his value). 
cSeveral alloys were correlated. 
"Finnie, et al (3) data have been adopted. 
eErosion resistance of several alloys and coatings were correlated. 
'Tadolder [21] data have been adopted, 
**Seven alloys were correlated. 
"Apart from pure inetals, Oi-Ni alloys were also correlated. 
'Kinetic energy per unit volume of target material (using an analogy with grinding). 

17, 19] using the same experimental data. Hence, an analysis 
of the energy absorption characteristics as well as thermal 
energy parameters due to the impinging particles and the 
experimental verification to assess the merit of the material 
properties in predicting erosion are necessary. 

The mechanism of material removal during particle im­
pingement has been attributed to extrusion, ductile fracture, 
melting, low-cycle fatigue, delamination, localized adiabatic 
shear, adhesive material transfer, and so forth [22]. Most of 
these postulations have resulted from wear debris and 

metallographic observations of the platelet or flake-type and 
other shapes of particles. As shown in Fig. 1 these phenomena 
have been named as deformation and cutting wear (with 
spherical and angular particle impact), respectively. The wear 
debris generation processes have been clearly illustrated in 
other papers as well [22-26]. 

More recently it has been made clear that two or three 
mechanisms can fully explain the erosion process with dif­
ferent shapes and sizes of particles [23, 24]. Also, Brown and 
Edington [27] observed that material was lost via three dif-
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Fig. 1(a) Flakellke wear debris due to glass bead Impingement
(deformation wear)

Fig. 1(b) Jagged, angular craters and cut surfaces with chips due to
angular particle impingement (cutting wear)

Fig. 1 Wear debris during spherical and angulllr particle impingement
erosion

ferent processes, namely, melting, dusting, and sheet for­
mation. The micrographic observations in the literature [23,
25, 27] and those of the present authors [22, 24, 26] support
the suggestion that the erosion process does not result from a
single mechanism (e.g., Fig. 1).

This paper assesses the erosion characteristics and damage
processes of pure metals to identify tho.se properties best used
for erosion prediction.

Background of Modeling Efforts

There have been several models proposed by different
investigators for single and multiple spherical or angular
particle impingement erosion. Excellent overviews of the
subject have been presented by Ruff and Wiederhorn [28],
Adler [29], Tilly [30], and Schmitt [31]. However, for
completeness and to inform the readers, the models developed
by various researchers are briefly highlighted. Finnie [32] in
1958 presented the dynamic equations governing the motion
of the angular particle after it strikes the surface considering
the flow stress of material (using the concept of a rigid cutting
tool removing a chip of material). This model has been
modified as discussed in [29, 33]. Bitter [34], categorizing
deformation and cutting phenomena, developed an analytical
equation based on an energy balance consideration of (1)
recoverable elastic and elastic-plastic deformation energy and
(2) nonrecoverable plastic deformation energy. Wood and
Hafer [35] and Neilson and Gilchrist [36] have simplified the
equations proposed by Bitter [34] to incorporate (1) the
threshold normal velocity component and (2) the critical
impingement angle of particles. The amounts of kinetic
energy which have to be absorbed to remove a unit mass of
material by cutting and deformation wear mechanisms have
been discussed [36]. Sheldon and Kanhere [37] have provided
an equation based on an energy balance between the kinetic

Journal of Engineering for Gas Turbines and Power

energy of a sphere impacting normal to the surface of the
target and the work done in creating the final crater
dimensions in accordance with Meyer's hardness relation.

Mamoun [38] formulated a model to analytically predict
material removal during spherical particle impingement using
the Hertzian theory of contact and semi-empirical
relationships pertaining to the fatigue life as a function of
strain amplitude. He categorized the material response into
six cases to consider his prediction efforts for both ductile and
brittle materials. Head and co-workers [10, 39] proposed a
model considering the energy transfer from (1) the impinging
particles, and (2) the nature of the response of the target and
the nature of the erosive media. Despite the fact that this
model was develped for natural soils, it had a remarkable
ability to predict particulate erosion because a parameter
called modulus of toughness (similar to strain energy) was
incorporated in the model. Tabakoff and his associates [40,
41] have considered both particle trajectories and erosion in
turbomachinery-gas turbine and compressor-components
to model solid particle erosion using the statistical nature of
the impact and the rebound characteristics. The initial model
was fitted with small and large impingement angle dominant
mechanisms. Further development and advances of their
different models have recently been discussed by Tabakoff
[41].

Hutchings et al. [42] have contributed not only to an un­
derstanding of the individual mechanisms, namely, plowing,
cutting I, and cutting II, but also to formulating a model
based on the concept of a rigid sphere impacting normally on
a rigid plastic plane. Later, Hutchings [20, 43] presented a
fatigue-type model using the concept of critical fracture strain
to remove an elemental volume of the target material. This
model produced useful results using the dynamic hardness
and the ductility of the metal.

A "localization" model has recently been proposed by
Sundararajan and Shewmon [44] using the critical plastic
strain criteria defined as the strain which the deformation in
the target localizes, resulting in lip formation. The in­
vestigators contend that this model is superior to fatigue-type
and other models proposed thus far because their model is
able to demonstrate and explain the excellent correlation
between the erosion rate and the thermal pressure.

Although several other investigators made modeling ef­
forts, it would be too time consuming to discuss all of these
models in this paper.

Materials, Experimental Apparatus, and Procudure

Materials. Specimens of copper, cobalt, nickel, indium,
lead, magnesium, and aluminum alloy were used in this in­
vestigation. The specimens were 6 mm thick, 25 mm wide, and
37.5mm long. Before exposure to erosion, all specimens were
polished with 600-grit emery paper, then with 3-JIm diamond
paste, polished on a clean surface to remove any diamond
paste left, and finally cleaned with distilled water and air
dried.

Apparatus and Procedure. A sandblasting facility was used
to impact test specimens continuously at normal incidence.
Commercial grade No. 9 spherical glass beads of 20 JIm
average diameter and commercial grade No. 10 crushed glass
of 30 JIm average size were used. The particle size distribution
and SEM micrographic details of the glass beads have been
presented by Rao et al. [22, 24, 26]. In the sandblasting
facility the distance between the specimen and nozzle (1.18
mm diameter) was 13 mm. Argon was used as the driving gas.
The average jet velocity of the particles with both crushed
glass and glass beads was 87 m/s. The velocities were
measured by a double disk apparatus. The jet divergence was
about ± 2 deg relative to the centerline and the glass bead and
crushed glass flows were 0.89 and 0.22 gis, respectively.
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Profiles of the eroded surfaces were recorded with a
profilometer and depths were measured with a depth gage.
The eroded surfaces were observed with a scanning electron
microscope (SEM) and chemical analyses were obtained by
means of energy dispersive x-ray spectroscopy (EDS).

Experimental Observations

Damage and Material Debris During Incubation Period.
Figure 2 presents typical profilometer traces recorded on the
pure copper specimen surface after spherical glass bead and
angular crushed glass impact as a function of distance d
between the nozzle and the specimen. The profiles were
recorded during incubation periods (2 s for crushed glass and
15 s for glass beads) for an average particle jet velocity of 87
m/s. The SEM micrographs (on top) show macroscopic
(plastic) deformation and flow of the metal surface during
impingement but not strain hardening. Figures 3(a) and (b)
show individual craters on aluminum alloy surfaces during
very early stages of glass bead impact. There is sufficient
evidence of repeated overlapping impacts, plastic defor­
mation and rim formation, and final "fatigue-type" failure,
resulting in flake or platelet type debris (Fig. la) or extrusion
type mechanism (Fig. 3b). The former mechanism is a
manifestation of deformation wear. This is opposed to
jagged, angular craters and cut surfaces with chips formed
during cutting wear (Figs. Ib and 2b, SEM micrograph on the
top).

Strain hardening and straining beyond elastic range of the
surface layers also appear to play important roles (at ad­
vanced stages of erosion only) photographically shown in
Figs. 3(c) and (d). The observations of Figs. 2 and 3 support
the concept that high repetitive particle impact forces lead to
plastic deformation, fracture, and final fatigue-type failure.
When erodent particles strike a surface under sufficiently high
contact stress (or force) they "plow" or "cut" the surface
depending on the shape of the particles. The plastic defor-

mation of top layers may, in a few cases, result in the strain
softening as well.

The surface traces in Fig. 2 indicate a small material loss
due to pit formation although the weight loss5 measurements
of the specimens have not shown any loss or gain of material.
This contradicting result may be attributed to two factors: (1)
the embedment of particles and particle dust (forming a
composite layer of erodent and metal) may be more than
anticipated in earlier tests [22, 24, 26] and (2) the
strainhardening (Fig. 3c) of the surfaces of materials as
discussed in [44, 45] may be extremely high so that the top
thin metal layers may be of a higher density. 6

The Concept of Energy Absorption and Material Erosion.
The concepts of thermal pressure [7], specific heat X density
x temperature difference between the temperature of the
metal and its melting point [9], ultimate resilience [12],
specific melting energy (thermal energy density) [15],
mechanical energy density7 [18], and localization model [44]
using critical plastic strain have contributed to an un­
derstanding of the erosion process and characterization of
erosion resistance. However, the impinging spherical and
angular particles as shown in Figs. 1 and 3 and as

---SYolume loss values were obtained by weighing specimens before and after
their exposure to the erodents and dividing by density. The sensitivity of the
balance was ±0.01 mg. Calculations using profile conf~urations in Fig. 2
indicate that volume losses vary from 0.025 to 0.085 mm for glass bead im­
pingement and from 0.027 to 0.38 mm 3 for crushed glass impingement.

6This momentarily increased top layer density may lead to increased weight
loss in certain situations and may explain the increase in material loss during the
acceleration period of erosion. Alternatively, it is also possible to believe that
the material lost from the holes (seen in Fig. 2 profiles) may be compensated
with the weight of the glass adhering/embedding in the surface over the entire
area of impact.

7 This is also called the strain energy per unit volume of a material in a tensile
test and approximately represents the area under the curve of an engineering
stress-strain curve.
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Fig. 3(a) Individual Impacts with lips of plastically displaced metal
and distorted as well as deformed surface layers on aluminum alioy
surface

Fig. 3(b) Extrusion of particles on aluminum alloy surface; average
particle velocity, 100 m/s; exposure time, 2.5; glass bead flow, 0.75 gls

Fig. 3(<:) Work·hardened layer at bottom of crater formed by erosion of
annealed 6061 aluminum alloy; etched with a 5.1 HF (484),104 H2S04

Fig. 3(d) Strained layers on pure OFHC copper surface during glass
bead impingement

Fig. 3 SEM micrographs and optical photograph during the initial and
advanced stages of damage and erosion
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ELASTIC DEFORMATION

PLASTIC DEFORMATION

PLASTIC FLOW AND LIP FORMATION

~
~

EXTRUSION OF MATERIAL AND MELTING

Flg.4(a) Spherical particle Fig.4(b) Angular particle

impingement impingement

Fig. 4 Different forms of failure modes during solid particle im.
plngement

schematically shown in Fig. 4 are assumed to induce different
deformation modes, namely, (1) elastic deformation, (2)
plastic deformation, (3) plastic flow and lip formation, and
(4) extrusion of material and possible melting (failure and
splashing), resulting in material loss. Most of the time, the
volume of the crater induced by an impact is not equal to the
volume loss. This is due mainly to the fact that material
deforms plastically and flows as a lip (Figs. la, 3a, and 3b).

The failure modes in Fig. 4 and the micrographs in Figs. 2
and 3 demonstrate that a single mechanism cannot com­
pletely account for the cumulative damage and final material
removal. Typically elastic penetration occurs for spherical
particles whereas with angular particles plastic penetration
occurs possibly resulting in residual stresses. Hence, the
volume loss measurement is an index of material erosion
damage and it represents a part of total energy absorption
efficiency of a material (to a first order approximation)
during solid particle impingement. Thus, the erosion rate and
material property (at a constant velocity, particle size shape
and concentration and angle of impingement) is represented
as

(erosion volume rate)(material property)" ex constant (1)

This constant takes care of the velocity relationship,8 the size,
shape, and concentration of particles, and the angle of im­
pact.

It is believed that only a part of the kinetic energy9 from the
impinging particles is absorbed by the surface of the material
to cause damage and material removal. It was mentioned by
Hutchings [20] that the energy balance during the particle
impingement is as follows: 1-10 percent of the kinetic energy
may rebound, 1-5 percent may be dissipated as elastic wave
energy, and 90 percent may be dissipated in plastic work (> 80

~rametric studies from the literature have indicated that erosion rate varies
as (velocity)2p where p is the factor accounting for the deviations of ex­
perimental velocity exponent. An excellent explanation as to why p > I was
provided by Finnie et aI. [23]. The theory, however, indicated a value ofp = I.

9Erosive damage is sometimes a cumulative effect of series of impacts that
do not individually produce any deformation visible under an optical
microscope, but such impacts produce small increments of nucleation and
expansion of dislocations in the crystalline structure surrounding the area of
impact. These latter events interact to form cracks and eventually result in a
low-cycle fatigue-type failure.

JULY 1985, Vol. 1071673
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Table 2 Correlations of energy properties with erosion * 

[(Erosion rate)(PR or U or Se)" = A. 
PR = proof resilience = Y2/2E; U - ultimate resilience = T2/2E; Se = 
strength; E = elastic modulus; d - elongation; V = particle velocity; 

strain energy = (T + Y)ef/2; Y = yield stress; T = tensile 
? = angie of impingement.) 

Energy property 

Proof resilience, PR 

Ultimate resilience, U 

Strain energy, Se 

Correlation 
parameter 

Corr. coef. R 
Exponent n 
Constant A 

Corr. coef. R 
Exponent n 
Constant A 

Corr. coef. R 
Exponent n 
Constant A 

Tadolder [21] 
data; 

quartz sand; 
V = 82m/s ; 

0 = 45 

0.977 
0.62 
401 

0.995 
0.59 
904 

0.996 
0.816 
1568 

V = 1 3 6 m / s ; 
9 = 20 

0.734 
0.38 
1943 

0.76 
0.41 
3713 

0.971 
0.737 
8945 

Finnie, et al. [3] data; 
SiC (250 /un size) 

V = 76 m/s; 
9 = 20 

0.702 
0.349 

469 

0.733 
0.38 
862 

0.955 
0.695 
2037 

V = 76m/s ; 
0 = 30 

0.647 
0.37 
546 

0.571 
0.357 

785 

0.94 
0.65 
1748 

V = 76m/s ; 
9 = 50 

0.548 
0.25 
208 

0.444 
0.22 
239 

0.874 
0.49 
540 

V = 76m/s ; 
0 = 90 

0.431 
0.17 

89 

0.341 
0.15 

96 

0.837 
0.41 
231 

'AH correlations were carried out using the units of erosion rale as mm-'/kg. 

All values of Se are calculaied using ihe relationship Se = (T + Y)'f/2 for the condition described in Table 3. It is always necessary to calculate the nearest material properties to match 
ihe available extensive erosion data. It is further possible that by changing the processing history (e.g., strainhardening versus annealing) or alloy content (e.g., different steels with 
various heat treatments) of material, the values of PR , U and Se change, but not the erosion behavior. The SEM micrographs in Fig. 3 clearly show all different modes such a.s plastic 
deformation, flow, strainhardening, extrusion, etc., of the erosion processes taking place during particle impingement. Hence, all three parameters PR , U and Se are considered in 
order to understand their relative contribution. 

percent heat and < 10 percent stored energy). It is the last 
part of the energy responsible for material removal. 

SEM micrographs in Figs. 2 and 3 further demonstrate 
that different energy absorption characteristics10 contribute 
to the cumulative damage to final material removal as 
schematically represented in Fig. 4, i.e., by (1) elastic 
deformation (and wave dissipation), (2) plastic deformation, 
and (3) fracture. In order to investigate the energy absorption 
characteristics and their contribution as well as relation to 
erosion, a simple relation of the following type is used 
(keeping size, shape and concentration of particles and 
velocity of impact constant) 

(Erosion rate)(Pfi or U or Se)" =A (2) 

where A is a constant for a given set of experimental con­
ditions. When a particle impinges on a surface, depending on 
the energy absorption of the material and considering 
characteristics of the energy absorption in Fig. 4, the 
following conditions exist resulting in different deformations: 
condition (a) 0 < Ep < PR (only elastic deformation); 
condition (b) PR < 
condition (c) U :S 
condition (d) 0 < Ep 

EP ^ 
U (only plastic deformation); 

Se (failure only by fracture); 
[/(elastic and plastic deformations); 

condition (e) 0 < Ep < Se (elastic and plastic deformations 
and fracture); condition (J) Ep > Se (complete ductile 
fracture). Here Ep is the energy stored (including heat 
generation)," PR the proof resilience (= Y^/IE), U the 
ultimate resilience (= P-/2E), Se the strain energy to failure 

Under three modes the energy absorption expressions can be calculated in a 
simple tensile test using proof resilience PR [(yield stress) /(2 X elastic 
modulus)], ultimate resilience U [(tensile strength)2/(2 x elastic modulus)], 
and strain energy Se (work done to cause failure = area under the stress-strain 
curve). The relative contributions of these parameters in determining damage 
depend upon the impact velocity, particle size, concentration, and shape, angle 
of impingement, and material properties (such as yield stress, ductility, tensile 
strength, and elastic modulus). The erosion process depends upon the strain 
rate, contact time and area, local melting, deformation depth and area. The 
resulting erosion is thus a cumulative effect of all these factors. 

The energy absorption efficiency may be calculated in one of the following 
two ways: (1) by obtaining absorbed efficiency in the form of material damage 
on different materials (during incubation period), calculating the total plastic 
work (heat and stored energy), and parametrically changing the variables, 
namely, the impact velocity, the size, shape of particles, and angle of impact; 
(2) by calculating the ratio of energy required for the erosion volume on the 
material surface to the total energy imparted to the surface. The latter method 
appears to be approximate as the energy caused for material removal is much 
more than the energy required for plastic work. A novel dislocation etching 
technique may be worthwhile to pursue. 

([(r + Y) el/2]), Y the yield strength, 7*the tensile strength, E 
the elastic modulus, and el the percent elongation. 

Correlations 

Energy Absorption Properties. In this section correlations 
were carried out using material (strain) energy properties PR, 
U, and Se and the relationship in equation (2). Table 2 
presents the statistical parameters obtained using the least-
squares fit of the extensive erosion data reported earlier [3, 
21] including the data pertaining to the change of the angle of 
incidence. It is evident that correlations are good and more 
consistent with Se than with PR and U at different particle 
velocities and angles of incidence. This indicates that (1) the 
energy input per unit volume of erosion at least exceeds PR 
and [/in a majority of cases (Tadolder's data [21] indicated 
best correlations wth all the three parameters), and (2) the 
complete failure of the material surface is a major factor 
contributing to the material loss. Hence, Se provides best 
correlations as it is the largest of the parameters PR, U, and 
Se. Ultimate resilience U is good for certain sets only (Table 
2). Hence, it intuitively indicates that elastic and plastic strain 
energies play relatively less significant roles as elastic and 
plastic deflections in a simple tension test may be a negligible 
portion of the total failure energy (see footnote of Table 2). 
These correlations also suggest that the erosion process ap­
pears to be more complex than it was considered earlier. 

Attempts to correlate strain energy with erosion rate have 
been moderately successful [18, 35]. Ultimate resilience was 
suggested by Eyre [12] for solid particle impingement erosion 
(Table 1). The concepts of strain energy and ultimate 
resilience were, however, originally proposed by 
Thiruvengadam [46] and Hobbs [47], respectively, for 
cavitation and liquid impingement erosion. 

In view of the abovementioned limitations, it may be ad­
visable to consider a relation similar to 
(Erosion volume rate)[,4, P'$ ] + A 21/" 2 + A 3 St, "

3 ] = constant 

or (3) 

(Erosion volume rate) [PR
l + U"2 + Se"

3 \=A (4) 
in order to further understand the individual contributions of 
elastic, plastic and failure strain energies involved in the 
cumulative erosion process at different velocities of impact, 
angle of impingement, and sizes and shapes of particles. 
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Table 3 Correlations of material properties with solid particle erosion* 
[(Erosion rate)(material property)11 = A. 
V = particle velocity; 0 = angle of impingement; a = coefficient of expansion; K = bulk modulus; AT = Tm 

point; Ta,m = temperature of specimen; Cp = specific heat at constant pressure; p = density.) 
m Tm = melting 

Property 

Surface energy 

Hardness 

Melting point 

Elastic modulus 

Bulk modulus 

Coefficient of 
thermal expansion 

Cohesive energy 

Atomic volume 

Metal-metal bond 
energy 

Specific melting 
energy 

CppAT 

aKAT (Coefficient of 
thermal expansion 
X bulk modulus x 
temperature 
differential) 

Ultimate resilience 
X hardness 

(Debye temperature)2 

x atomic weight 

Parameter 

Constant A 
Exponent n 
Corr. coef. R 

Constant A 
Exponent n 
Corr. coef. R 

Constant A 
Exponent n 
Corr. coef. R 

Constant A 
Exponent n 
Corr. coef. R 

Constant A 
Exponent n 
Corr. coef. R 

Constant A 
Exponent n 
Corr. coef. R 

Constant A 
Exponent n 
Corr. coef. R 

Constant A 
Exponent n 
Corr. coef. R 

Constant A 
Exponent n 
Corr. coef. R 

Constant A 
Exponent n 
Corr. coef. R 

Constant A 
Exponent n 
Corr. coef. R 

Constant A 
Exponent n 
Corr. coef. R 

Constant A 
Exponent n 
Corr. coef. R 

Constant A 
Exponent n 
Corr. coef. R 

Tadolder [2]] 
data; 

quartz sand; 
V = 82m/s ; 

6 = 45° 

141 
1.77 

0.965 

1284 
0.76 

0.985 

1.87 x10 s 

1.17 
0.956 

1.29X104 

1.14 
0.898 

7.42 X104 

1.51 
0.942 

2.88x10° 
-1 .38 

-0.831 

1.43 x10 s 

1.33 
0.746 

2.04 X106 

-2 .28 
-0.754 

3.58 X106 

1.50 
0.822 

233 
+ 0.94 
0.973 

4.46 X1010 

0.863 
0.897 

87.18 
1.04 

0.971 

1.06 XlO3 

0.336 
0.999 

1.27x10" 
1.35 

0.827 

V = 1 3 6 m / s ; 
8 = 20° 

988 
1.50 

0.965 

9920 
0.74 

0.910 

1.68 X106 

1.16 
0.933 

9.74x10" 
1.09 

0.885 

3.33 x10 s 

1.35 
0.937 

3.18x10 s 

-1 .18 
-0.652 

3.26 X106 

1.45 
0.765 

7.42 x lO 1 

-2 .57 
-0.873 

7.57 XlO4 

1.11 
0.640 

2077 
0.94 

0.950 

1.26X1010 

0.71 
0.819 

7.4X102 

0.93 
0.991 

5.9 XlO3 

0.303 
0.990 

9 .52x10" 
1.34 

0.852 

Finnie, et al. [3J data; 
SiC (250 ^m sizt 

V = 76m/s ; 
0 = 20" 

256 
1.42 

0.957 

2405 
0.71 

0.844 

3.96 x10 s 

1.14 
0.923 

2.20 XlO4 

1.06 
0.871 

8.03 XlO4 

1.34 
0.936 

6.41 XlO7 

-1 .15 
-0.641 

7.28 x10 s 

1.44 
0.766 

1.41 XlO7 

-2 .52 
-0.863 

1.74 XlO4 

1.10 
0.638 

535 
0.91 

0.933 

3.58 XlO9 

0.71 
0.828 

1.98 XlO2 

0.92 
0.989 

1.33 XlO3 

0.284 
0.982 

1.74x10" 
1.31 

0.842 

V = 76m/s ; 
6 = 30° 

230 
1.26 

0.981 

2.03 XlO3 

0.71 
0.844 

7.04 x10 s 

1.20 
0.905 

1.82X104 

1.01 
0.824 

7.38X104 

1.32 
0.905 

1.34 x10 s 

-1 .19 
-0.652 

5.62 x10 s 

1.39 
0.768 

5.21x10 s 

-3 .37 
-0.861 

2.21 XlO4 

1.11 
0.653 

•363 
0.71 

0.947 

2.04 XlO10 

0.779 
0.827 

1.99X102 

0.98 
0.978 

9.68 XlO2 

0.257 
0.950 

2 .12x10" 
1.32 

0.841 

) 

V = 76m/s ; 
0 = 50° 

126 
1.00 

0.946 

1332 
0.60 

0.697 

2.09 x10 s 

1.07 
0.789 

5.93 XlO3 

0.83 
0.666 

2.67 XlO4 

1.17 
0.782 

2.50X106 

-0 .87 
-0.464 

1.02 x10 s 

1.15 
0.636 

1.75 x10 s 

-3 .20 
-0.798 

4.60 XlO3 

0.82 
0.473 

178 
0.55 

0.896 

1.12X109 

0.67 
0.696 

1.42 XlO2 

0.93 
0.906 

2.90 XlO2 

0.176 
0.894 

5.65 XlO9 

1.11 
0.692 

V = 76m/s ; 
0 = 90° 

73 
0.92 

0.934 

766 
0.54 

0.552 

9.91 XlO4 

1.01 
0.659 

2.74 XlO3 

0.73 
0.519 

1.37 XlO4 

1.09 
0.647 

9.45 XlO4 

-0 .61 
-0.288 

3.05 XlO4 

0.99 
0.477 

1.75 x10 s 

-3 .35 
-0.744 

1.14X103 

0.57 
0.291 

101 
0.51 

0.883 

1.08 x10 s 

0.59 
0.539 

1.05 XlO2 

0.94 
0.808 

1.22 XlO2 

0.139 
0.829 

4.54 x10 s 

0.97 
0.536 

'All correlations were carried out using the units of erosion rate as mm3/kg. 

The heat treatment conditions have been explained in detail in Refs. 3 and 21. For Finnie et al. [3] data, the condition of the metal surface (heat treatment or as received condition) is 
identical at both velocities (136 and 76 m/s at 0 = 20°) and various angle of impingement (0 = 20°, 30°, 50°, and 90°) conditions. Thus, Al was annealed at 700 °F for 60 min; Ag 
annealed at 900 °F for 60 min; Bi annealed at 450 °Ffor 60 min; Cd as received; Cu annealed at 1050 °F for 60min; Fe as received (annealed); Pb (unknown); Mg annealed at 700 °F 
for 60 min; Mo as received (annealed); Ni as received; Sn annealed al 212 °F for 60 min; Ta as received (annealed); and W as received (annealed) [3]. 

Other Material Property Correlations. The main purpose of 
the correlations is to characterize the erosion resistance of 
various metals with some known energy and strength 
properties. Most of the time, it is necessary for the material 
property to exhibit all the complex processes involved in 
deformation or cutting erosion, yet be simple and straight­
forward in order to be used by design engineers. Since there is 
no universally accepted property to estimate erosion precisely, 
attempts are made in this section to explore the best material 
properties for correlations. 

Table 3 presents statistical parameters obtained for the 
correlations of the extensive erosion data [3, 21] with various 
properties. (Heat treatment conditions are mentioned as a 
footnote in Table 3.) The properties considered are surface 
energy S, yield stress Y, tensile strength T, density p, hardness 
H, melting point T,„, elastic modulus E, bulk modulus K, 
coefficient of expansion a, cohesive energy Ce, atomic 
volume A„, metal-metal bond energy b(M-M), specific 
melting energy Sme, CppAT, aKAT, UH, and (Debye tem­
perature)2 x atomic weight, [ds

0]
2An. The majority of 
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Erosion rates of different metals as a function of surface 

properties12 were obtained from [3, 21, 48]. Data pertaining 
to different angles of impingement are also presented in this 
table. 

With single properties, S, Sme, T,„, K, Se, H, and Av are 
good for correlating erosion rates of metals (Tables 2 and 3). 
Most properties become less significant in representing 
erosion as the angle of impingement reaches 90 deg. However, 
S, Sme, Av, and Se seem to better represent the data even at 
this impingement condition than other properties. 

The melting point [6] and specific melting energy [15] have 
been successfully correlated with erosion as explained in the 
introduction (Table 1). The effect of material properties on 
cutting erosion has been explained very clearly by Finnie et al. 
[23]. For certain groups of metals it is observed in the 
literature that Y <x H and T <x H. While some sets of erosion 
data exhibited good correlations with H (Table 3), it is rather 

The properties of metals obtained depend on (1) the purity of the metal, (2) 
the surface treatment used, (3) the type of device employed, and (4) the method 
adopted for evaluation. Hence, it is necessary to assess metal properties more 
precisely. 
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surprising that PR ( = YV2£> and U (= T2/IE) are not 
completely successful at all impingement angles. 

Multiple (products of) properties, thermal pressure 
(aKAT), UH, [ds

Q]2A„, and CppAT are listed in decreasing 
order of merit. There is good correlation with thermal 
pressure compared to other properties even at normal in­
cidence. 

Ranking of Metals and Correlation Trends. Figures 5 and 6 
present data typical of the erosion rate of several metals as a 
function of S and Av which were proposed by the present 
investigators. These figures show the permissible data scatter 
and the good correlation characteristics. The least-square 
lines of the curve fit for 30, 50, and 90 deg angle impingement 
were the only ones plotted omitting the data points. The data 
obtained by the present authors13 and others [4, 8, 49, 50] are 
also presented. The good correlation with T,„, Sme, and Se 
(Tables 2 and 3) support the possible melting and flow of the 
material surface. 

Figure 7 presents a plot of erosion rate as a function of 
thermal pressure. It is to be remembered that thermal pressure 
contains both K and T,„ (which are good correlating single 

Correlations were not obtained as only six metals were examined. The data 
points, however, indicate agreement with the general trend. 
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properties to represent erosion). UHis not much superior to U 
and //considered individually. 

From the good correlation of properties of materials, the 
following inferences can be made: (1) The erosion process is 
either strain energy and/or thermal energy related resulting in 
ductile tearing or a local melting process; (2) the energy ab­
sorption capability of the material surface is always related to 
the erosion damage process but does not fully represent the 
erosion behavior; and (3) correlations are equally good for the 
cutting and deformation wear processes. At this juncture it is 
logical to assume that both fracture and thermal energy 
properties are interrelated during the complex erosion 
process. 

The good correlation of erosion rate with A „ indicates that 
the damage process is submicroscopic in nature. Further, it is 
necessary to attempt to correlate other properties such as 
stacking fault energy and surface energy which have been 
successfully correlated with some forms of erosion and wear. 

Erosion Resistance. It is generally observed that the erosion 
rates of different metals from Bi to W vary by two orders of 
magnitude. Despite this fact S, A„, and Sme, which vary only 
by one order of magnitude, are better correlating properties 
than Ce, b(M-M), p, a, and CppAT. 

Discrepancies in Earlier Correlations. The main reasons for 

the disagreement of property correlations proposed by earlier 
investigators [1-18] are the following: (1) Most of the earlier 
investigators used erosion data at 20 deg incidence [3] (a 
detailed statistical analysis as presented (in Tables 2 and 3) 
here clearly shows the importance of various properties as the 
angle of impingement changes); (2) data for pure metals and 
alloys were not separated; (3) material properties except 
hardness were not obtained at the time of testing; (4) the 
majority of correlation studies were done with angular 
particles (in which cutting wear predominates) except by 
Jennings et al. [10], Hutchings [20], and the present in­
vestigators; (5) some metals, for example, Bi and W, exhibited 
brittle-type metal failure similar to glass [3] instead of ductile 
type failure; (6) the entire spectrum of materials was not 
considered; and (7) the groupings of metals tested and 
correlated by various investigators were different. 

Exponents and Coefficients. To estimate the magnitude of 
untested metals using equation (2), both A and n are 
necessary. It is evident from Tables 2 and 3 that the exponent 
n in most cases decreases as the angle of impingement 6 in­
creases. In the relationshp 

n = b(smdM/smd)'! (5) 

the exponent q values for the best properties are as follows: S, 
2.3; H, 3.3; Tm, S.\;K, 4.6; Sme, 1.8; Se, 1.2; andoATAr, 1.2. 
8m is the angle of impingement corresponding to maximum 
erosion condition. The n values obtained are fairly constant 
and match well with the two sets of data used [3, 21] and our 
own data points (Figs. 5-7). 

The values of constants A also decrease as the value of 6 
increases from peak erosion condition (15 to 30 deg) to 
normal incidence (90 deg) except for Av and [61}2AW, Studies 
indicate that the A values appear to vary with 6 and V as [sin 
0m/sin 6]'" V2p (p varied from 1 to 7/4 for best properties). 
The exponent values of m for the best properties are as 
follows: S, 0.78; H, 0.71; Av, 0.52; K, 0.53; Tm, 0.45; Sme, 
0.63; Se, 0.55; and aKAT, 1.43. Hence the final equation may 
take the form 

(erosion rate)(material property)"a K^s in 0M/sin 6)'" 

(6) 

Conclusions 

1 Energy absorption characteristics do not fully represent 
the erosion behavior of a metal. 

2 Analyses of extensive data indicate that surface energy, 
strain energy, atomic volume, melting point, bulk modulus, 
specific melting energy, and hardness exhibit good correlation 
with erosion. However, only surface energy, specific melting 
energy, atomic volume, and strain energy provide good 
correlations at different angles of impact. Of the product 
parameter groups, thermal pressure (coefficient of thermal 
expansion x bulk modulus x melting point differential) is 
found to be the best parameter for correlation with erosion 
rate followed by ultimate resilience x hardness, and (Debye 
temperature)2 x atomic weight. 

3 The exponents n and coefficients A in most cases 
decreased as the angle of impingement d increases. The n 
values generally appear to vary as (sin 0M/sin 8)q and the A 
values as V2" (sin 0M/sin 6)m. In this study, 5/4 < q < 5, 1 < 
p < 7/4, and 1/2 < m < 1.4 depending on the property. 
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Balancing Pulverized Coal Flows in 
Parallel Piping 
The distributions of the two-phase {pulverized coal in air) fuel inputs through the 
24 parallel coal transport pipes of a coal-fired power plant are determined with a 
computer code. The orificing which would provide balanced fuel inputs through 
these coal transport pipes under nominal load conditions is also calculated with the 
code. Over the entire range of loading, the orificing determined with the code 
provides much smaller fuel imbalances than the imbalances which result with the 
previously installed orificings. 

Introduction 

There are a number of operational problems of coal-fired 
boilers which are suspected to be caused by nonuniform 
combustion in the furnace. One source of nonuniform 
combustion is uneven distribution of fuel inputs to the fur­
nace. Combustion will then occur over a range of 
stoichiometric ratios and over a range of temperatures. Since 
the generation of nitrogen oxides is dependent upon the 
stoichiometry and temperature of combustion, control of 
nitrogen oxide generation is dependent upon control of the 
distribution of fuel inputs to the furnace. Uneven distribution 
of fuel inputs may also cause some regions of the furnace to 
have lower burnout of carbon from the coal, as could be 
indicated by a high carbon content in some of the slag. 

The volume of primary air to fluidize pulverized coal is 
usually chosen to prevent fallout in the coal transport piping. 
Thus, the primary air flowrate is determined by the pipe with 
the lowest flow velocity. When the distributions of fuel and 
primary air are unbalanced, the volume of air flowing in the 
pipe with the highest flow velocity can be significantly higher 
than for the pipe with the lowest flow velocity. This situation 
can lead to flame instability with the flame lifting off or 
pulsating. Conversely, increased stability can allow a greater 
range for automatic generator control. Higher than necessary 
coal pipe flow velocities will cause more pipe erosion and 
short pipe lifetime. 

One method to balance the flow through parallel coal 
transport piping is to insert segmental orifice plates in each 
pipeline to equalize the flow resistance for each pipe. Another 
method for balancing the two-phase flows is to vary the 
diameter of the piping to equalize flow resistances. 
Reorificing is usually the least expensive solution for 
retrofitting when an imbalance occurs. 

In some cases, the orifice restrictions have been chosen to 
obtain balanced flow under clean-air (single phase) con­
ditions. When pulverized coal is added to the air to form a 
two-phase mixture, the physical characteristics of the flow 
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Fig. 1 A trimetric view of the coal transport piping of the Coronado 
Generating Station Unit I 

change, causing, among other effects, an increase in the 
pressure drop. If the piping configuration is such that the 
pipes have different lengths, bends, elevations, and orifices, 
the distribution of flow through multiple, parallel piping will 
no longer be balanced when particles are added to the flow 
[1]. 

An engineering technique has been developed to calculate 
the distribution of two-phase pulverized coal flows through 
multiple, parallel piping. This technique has been utilized to 
determine the orificing required to obtain balanced two-phase 
flow under loaded boiler conditions. The technique involves 
simulation of the pneumatic conveyance of pulverized coal 
through the piping with fluidizing air. The two-phase flow 
models in the simulation use current engineering art tempered 
with basic physical interpretations of the effects of particles in 
and on the flows. This technique, which has been in­
corporated into computer code CTS4, has been applied to the 
coal piping of the Salt River Project's Coronado Generating 
Station (CGS). The CGS is located in St. Johns, Arizona and 
has two units, each with a generating capacity of 400 MW. 

Input Values and Cases 

The flow under consideration is the fully dispersed regime 
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of two-phase flow which is characteristic of the steady, loaded 
conditions of power plant coal transport piping. The flow 
regime of interest has high Reynolds number, low Mach 
number, near atmospheric pressures, slightly higher than 
ambient temperatures, no significant chemical reactions, very 
fine particles compared to the pipe diameter, and particle 
loading such that the pressure drop due to the coal being 
transported is comparable to the pressure drop due to the flow 
of air alone. 

Each generating unit of the CGS has 24 coal transport pipes 
originating from three ball mills and terminating at the 
furnace. The primary air system supplies warm air for 
fluidization. The output of pulverized coal and air from each 
mill is fed to two classifiers, one at each end of each mill. At 
the exit of each classifier, the flow is divided into four coal 
pipes which convey the coal-air suspension to the furnace. A 
three-dimensional view of the coal transport piping of the 
CGS from classifier exits to the furnace is presented in Fig. 1. 
Just upstream of the furnace, each pipe has a downturning 
bend and a segmental orifice plate located immediately after 
the bend. The normal configuration for the segmental orifice 
plate has the solid, blocking segment to the outside of the 
bend and the open area to the inside of the bend. With this 
orientation, gravitational forces prevent coal "hideout" 
during shutdowns. The coal piping from the classifiers to the 
orifice plates is composed of mild steel pipe with an inside 
diameter of 0.533 m. Downstream of the orifice plate there is 
transition piping which guides the suspension into the furnace 
and mates the circular pipe to two rectangular ports. All of 
the coal pipes enter the furnace at the same elevation, twelve 
pipes on one side and twelve pipes located directly across on 
the other side. At the burners, the fluidized coal is surrounded 
by streams of secondary air, which supply the majority of the 
air for combustion. 

The coal whose properties were used in the simulations is a 
highly volatile, high-moisture-content, high-ash-content coal 
which is classified as subbituminous A. The total "as-
received" coal flowrate used for the simulations of a CGS 
unit under nominal conditions is 47.6 kg/s (377,600 lb/hr). 
The total as-received coal flowrates for a CGS unit under 
maximum and minimum loading of the mills are 60.5 and 
18.9 kg/s (480,000 and 150,000 lb/hr). 

The ambient conditions of temperature, pressure, and 
relative humidity used for these simulations are 288.7 K 
(60°F), 82.4 kPa (24.4 in. of mercury), and 25 percent, 
respectively. The classifier exit conditions for the nominal 
load conditions are 335.9 K (145°F), +2.0 kPa (gauge) ( + 8 
in. of water), and 20.3 m/s (4000 ft/min) for the temperature, 
average static pressure, and average gas velocity in the pipes. 
The value of 20.3 m/s (4000 ft/min) is the design point for the 
coal transport piping at CGS. The moisture content of the as-
received coal is 13.3 percent. All of this moisture is assumed 
to be removed from the coal before the pulverized coal enters 
the coal transport piping. 

The nominal values of the coal specific gravity, coefficient 
of restitution, Rosin-Rammler distribution size parameter, 
and the Rosin-Rammler distribution exponent are 1.5, 0.45, 
0.036 mm (0.0014 in.), and 0.79, respectively. The nominal 
value of the coal transport piping equivalent sand roughness 
height is 0.0038 mm (0.00015 in.). 

Nine computer simulations of the CGS which were run for 
the three load conditions (maximum, nominal, and minimum) 
are listed in Table 1. The prefix numbers in the case identifier 
assigned in Table 1 represent the orificing source, and the 
suffix letter represents the load condition. Letters A, B, and C 
are chosen to represent the minimum, nominal, and 
maximum load conditions, respectively. The simulations 
indicated with the prefix number 1 had orificing which was 
determined with CTS4 to provide balanced two-phase fuel 
flows under the nominal load conditions. The CTS4 orificing 

is presently installed on both units of the CGS. The 
simulations indicated with the prefix numbers 3 and 2 had the 
originally installed and revised orificings, respectively. Both 
of the previously installed orificings had been chosen by the 
boiler manufacturer to provide balanced flow under cold, 
clean-air conditions. 

Description of Calculational Procedure 

The computer code CTS4 simulates the two-phase 
pneumatic conveyance of pulverized coal through multiple, 
parallel piping by utilizing the current engineering art tem­
pered with basic physical interpretations of the effects of 
particles in and on the flows [1]. CTS4 contains a steady, one-
dimensional, two-component model for the gas dynamics. 

To calculate the distribution of fuel inputs through coal 
transport piping for a given orificing, each of the mills is 
considered separately. The nominal load conditions, on a per 
mill basis, are applied sequentially to each mill and the fuel 
distribution through the coal pipes from each mill is deter­
mined. The results from these calculations are combined to 
determine the statistical features. The distribution of fuel 
inputs could be determined with each mill at a different load. 
For the simulations presented here, all three mills were at 
equal load conditions. 

To calculate the orifice sizing required to provide balanced 
fuel inputs at a given load condition, each of the pipes is 
assumed to have the same flows of coal and fluidizing air. For 
these cases, CTS4 calculates the orifice sizing required for 
each pipe of each mill to provide the same classifier exit 
through orifice pressure drop. 

To calculate the pressure drop resulting from the flow of 
two-phase mixture of coal in air in the piping, the factors 
considered as contributing to pressure loss are described by 
the following characteristics. The flow is assumed to be 
steady, one-dimensional, and composed of two components, 
a solid phase composed of coal particles and a gas phase 
composed of water vapor and air. The moisture which is 
removed from the as-received coal in the crusher-dryers and 
the mills is added to the primary air as water vapor. The 
pressure drop of the two-phase suspension is taken as the sum 
of the pressure drops due to the two separate components. 
The pressure drop due to the air is unaffected, except for 
changes in the humidity and changes in the average velocity 
due to a change in void fraction, by the presence of coal 
particles. The pressure drop due to the coal component is 
taken to be a summation of terms which arise due to the 
steady motion of the particles, the acceleration of the par­
ticles, and gravitational forces for inclined pipes. 

The pressure drop due to flow of the air component is taken 
to be represented by the Colebrook and White friction factor 
for high Reynolds number flow [2]. The pressure loss due to 
bends for the air component is represented in terms of loss of 
velocity head and is taken to be a function of the angle of the 
bend and experimentally derived factors [3,4]. 

The pressure drop for fully developed, steady, horizontal 
flow of the coal component is represented by a friction factor 
which is a function of the pipe Reynolds number, Froude 
number, ratio of mass flowrates of coal to air, ratio of 
specific gravities of coal to air, coefficient of restitution of the 
coal with the pipe, and ratio of particle size to pipe diameter 
[5]. The size distribution of coal particles is represented by a 
Rosin-Rammler two parameter fit [6]. For inclined pipe, the 
effect of gravitational forces on the flow parameters is taken 
into account in the friction factor calculation [5], and an 
additional term for the static head is included. The functional 
dependencies of the coal component factors were obtained 
from detailed analyses of experimental data [5]. 

The additional pressure loss due to bends for the coal 
component is taken to be due to the loss of momentum of the 
particles. The maximum pressure loss is the loss of particle 

680/Vol. 107, JULY 1985 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.71. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 1 Summary of CTS4 simulations 

Case Orificing 
number source 

Coal Coefficient of 
flow, variation, 
kg/s percent 

(klb/hr) 

Maximum 
difference 

percent kg/s 
(lb/hr) 

1A 

IB 

1C 

2A 

2B 

2C 

3A 

3B 

3C 

CTS4 

CTS4 

CTS4 

revised 

revised 

revised 

original 

original 

original 

18.9 
(150) 
47.6 
(378) 
60.5 
(480) 
18.9 
(150) 
47.6 
(378) 
60.5 
(480) 
18.9 
(150) 
47.6 
(378) 
60.5 
(480) 

1.8 

0.01 f 

0.8 

4.0 

5.9 

6.8 

2.8 

4.4 

5.2 

5.5 

0.031 

2.4 

17.6 

24.0 

26.9 

13.6 

18.5 

21.6 

0.043 
(340) 

0.0006T 
(5) 

0.060 
(480) 
0.139 

(1100) 
0.476 

(3780) 
0.678 

(5380) 
0.107 
(850) 
0.367 

(2910) 
0.545 

(4320) 
f Nonzero due to round-off of orifice heights 

Table 2 Summary of results of sensitivity analysis for 
variables 

Maximum 
difference, 

Variable value Units value percent 
Nominal Variation 

value Units value 
Ambient temperature 

Ambient pressure 

Ambient relative 
humidity 

Fraction of moisture 
removed from coal 

Classifier exit 
temperature 

Classifier exit 
pressure 

Classifier exit 
gas velocity 

(60) 

82.4 
(24.4) 

25 

1.00 

335.9 
(145) 

+ 2.0 
( + 8) 

20.3 
(4000) 

K 
(°F) 

kPa 
(inHg) 

percent 

K 
(°F) 

kPa 
(inH20) 

m/s 
(ft/min) 

299.8 
(80) 
277.6 
(40) 

84.1 
(24.9) 

80.7 
(23.9) 

50 

0.90 

337.6 
(148) 
334.3 
(142) 
+ 2.5 

(+10) 
+ 1.5 
( + 6) 
23.9 

(4700) 
18.8 

(3700) 

0.05 

0.04 

0.19 

0.20 

0.05 

0.10 

0.08 

0.07 

0.07 

0.09 

3.72 

2.62 

momentum if each particle underwent an inelastic collision 
with the wall so that it lost none of its momentum in the 
direction of the exit flow axis of the bend and all of its 
momentum in the direction perpendicular to the exit flow axis 
of the bend. To reaccelerate the particles after the bend, 
pressure energy is converted to kinetic energy resulting in a 
pressure loss above the fully developed pressure loss. This 
acceleration pressure drop is distributed along the length of 
pipe, up to a length equal to the acceleration length, according 
to an experimentally measured distribution function [5j. For 
pipe sections which are shorter than the acceleration length, 
the velocity defect from the fully accelerated value affects the 
adjacent downstream section. 

The acceleration pressure drop is taken to be a function of 
the mass flowrate of the coal, diameter of the pipe, air 
velocity, pipe Reynolds number, Froude number, ratio of 
specific gravities of coal to air, ratio of particle size to pipe 
diameter, particle size distribution, inclination of the pipe, 
and the fully developed velocity of the coal component [5]. 
The fully developed velocity of the coal component is 
dependent upon the inclination of the pipe, air velocity, and 
the terminal velocity of the particles. The terminal velocity of 
the particles is taken to be a function of the specific gravity of 
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Fig. 2 Distributions of fuel flow in the coal transport pipes as a func­
tion of coal mass flowrate per pipe for the nominal load conditions 
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Fig. 3 Distributions of fuel flow in the coal transport pipes as a func­
tion of coal mass flowrate per pipe for the maximum mill loading 

the coal, air density, shape and size factors for the particles, 
and the viscosity of the air. The functional dependencies of 
these factors were obtained from analyses of experimental 
data [5]. 

The acceleration length is taken to be a function of the coal 
mass flowrate, air and coal specific gravities, particle size 
distribution, and inclination of the pipe, with functional 
dependencies which were determined from analyses of ex­
perimental data [5]. 

The transport properties were determined from fits to 
experimental values. The water vapor pressure calculations 
were accomplished with a standard fit [7]. The viscosity of the 
gas was calculated by assuming an ideal mixture of air and 
water vapor with a power law temperature dependence for 
both components [8]. The absolute viscosity of the mixture 
was calculated assuming an equilibrium mixture and Roscoe's 
equation [9]. The kinematic viscosity was calculated from the 
absolute viscosity by assuming the equilibrium model [10]. 
The specific heats are obtained with an ideal mixture by 
volume from data for the specific heats of dry air [11] and 
water vapor [7]. The speed of sound of the gas phase is 
calculated by the perfect gas relation. The mixture sound 
speed was calculated assuming an equilibrium mixture [10]. 

The pressure drop due to the segmental orifices is calculated 
according to standard head meter formulas for compressible 
flow [12] with best-estimate discharge coefficients for the 
recovered pressure [13, 14, 15]. The effect of coal particles on 
the orifice pressure loss is assumed to be due only to the in­
crease in velocity due to change in the void fraction [16, 17] 
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Distributions of fuel flow in the coal transport pipes as a func-
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UJ 

Fig. 5 Relative length and relative resistance to flow for all 24 coal 
transport pipes of CGS Unit I as a function of rank by resistance to flow 

and the momentum loss of the particles hitting the orifice 
plate. 

For fixed orifices, the pressure drop in each of the pipes is 
calculated as a function of the air and coal flowrates, then 
flowrates for each pipe are determined by the constraints that 
the sum of the mass flowrates in the two pipes is given and the 
pressure drops for all pipes must be equal. To balance the 
flows for fixed conditions by reorificing, the standard orifice 
is inserted in the pipe which has the highest resistance to the 
two-phase flow and the other orifice plate heights are 
determined such that equal flowrates and equal pressure 
drops are obtained for all pipes. 

Results of the Simulations 

The results of the computer simulations are summarized in 
Table 1. The coefficient of variation is the standard deviation 
of the distribution of fuel inputs, for all of the coal pipes, 
divided by the mean value per pipe. The mean value of the 
flowrate per pipe is the total flowrate for the entire unit 
divided by the total number of pipes from all mills. The 
maximum differences between the pipe with the largest fuel 
flowrate and the pipe with the smallest flowrate are given in 
Table 1 for each case. The maximum difference is given in 
coal flowrate and also in this coal flowrate difference divided 
by the mean value per pipe. 

Parameter 

Maximum 
Nominal Variation difference, 

value Units value percent 
Coal specific gravity 
Coefficient of restitution 
Rosin-Rammler size 

Rosin-Rammler exponent 
Pipe roughness 

1.5 
0.45 
0.036 

(0.00143) 
0.79 
0.0038 

(0.00015) 

mm 
(in.) 

mm 
(in.) 

1.65 
0.35 
0.029 
(0.00114) 
1.0 
0.0076 

(0.00030) 

0.04 
0.21 
0.06 

0.05 
0.19 

Pa 
( inH 2 0) 

232 
(0.93) 
483 

(1.94) 
335 

(1.35) 
98 

(0.39) 
144 

(0.58) 
82 

(0.33) 

Pressure drop 
percent of total 

16.9 

35.2 

24.4 

7.1 

10.5 

5.9 

Table 4 Pressure drop breakdown for a typical coal pipe 

Component 

Gas friction 

Gas bends 

Coal friction 

Coal acceleration 

Static head 

Orifice 

The cumulative distribution function of fuel flow in the 
coal transport piping as a function of as-received coal 
flowrate per pipe calculated for Cases IB, 2B, and 3B, for the 
nominal load conditions, but with different orificings, are 
shown in Fig. 2. The cumulative number of pipes whose 
flowrate is less than or equal to a given flowrate is plotted as a 
function of coal flowrate in Fig. 2. Also indicated on Fig. 2 
are the mean value and ± 5 percent and ±10 percent values of 
coal flowrate. With the original and revised orificings, the 
imbalances in fuel inputs are within ±12 percent, and more 
than half of the pipes have imbalances which are within 
±5 percent. The curve for Case IB on Fig. 2 illustrates that 
the CTS4 orificing provides balanced flows at the nominal 
conditions. 

The cumulative distribution function of fuel flow in the 
coal piping as a function of coal flowrate calculated for Cases 
1C, 2C, and 3C, at the maximum load conditions, is displayed 
in Fig. 3. With the previously installed orificings, all of the 
pipes are within ± 15 percent of the mean flow, and with the 
CTS4 orificing, all of the pipes have fuel flows which are 
within ±1.5 percent of the mean flow. 

The cumulative distribution function of fuel flow in the 
coal transport piping as a function of coal flowrate calculated 
for Cases 1 A, 2A, and 3A, at the minimum load conditions, is 
given in Fig. 4. With the previously installed orificings, all of 
the pipes have fuel flows which are within ±10 percent of the 
mean flow, and, with the CTS4 orificing, all of the pipes have 
fuel flows which are within ± 3 percent of the mean flowrate. 

Sensitivity analyses were performed on all of the eight input 
variables, with each variable changed independently. The 
starting conditions for these computer simulations were the 
balanced condition of Case IB. The starting condition had a 
residual imbalance of 0.03 percent due to round-off of the 
values for the orifice heights. The variations and results of the 
sensitivity analyses for the input variables are summarized in 
Table 2. The only input variable which exhibits a large im­
balance in this sensitivity analysis is the average transport pipe 
gas velocity at the classifier exit. This input variable also has 
the largest range of variation values. 

Sensitivity analyses were performed on five of the input 
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parameters. The starting conditions for these computer 
simulations were the same as for the sensitivity analyses for 
the input variables. The variations and results of the sen­
sitivity analyses for the input parameters are summarized in 
Table 3. The maximum imbalance increases only slightly 
above the starting value of 0.03 percent for the variations in 
coal specific gravity, Rosin-Rammler distribution size 
parameter, and Rosin-Rammler distribution exponent. The 
maximum imbalance for the variation in the value of the 
coefficient of restitution is greater, but is not large. The value 
for the maximum imbalance for the variation in coal trans­
port piping equivalent sand roughness height as indicated in 
Table 3 would place it in a category similar to that of the 
coefficient of restitution. Since the value of the equivalent 
sand roughness height changes with usage of the pipe, a 
survey of this factor was performed. The maximum im­
balance calculated for the variation of roughness height to a 
value of 0.042 mm (0.0017 in.), equal to that for new com­
mercial steel pipe, is 1.3 percent. The maximum imbalance for 
the variation in the other direction to hydraulically smooth 
pipe (roughness height equal to zero) is 0.3 percent. The 
polishing action of the pulverized coal on the inside of the 
piping causes a decrease in the roughness height as a function 
of use [18]. 

Discussion of Results 

All of the simulations with the previously installed 
orificings indicate a maximum imbalance of 14 to 27 percent 
for the entire range of load conditions. As the loading in­
creases, the imbalances with the original and revised orificings 
increase. This behavior is expected since the orificing was 
chosen, in part, to achieve near balance under clean-air 
conditions. 

Simulations with the CTS4 orificing indicate much smaller 
imbalances. The maximum imbalances with the CTS4 
orificing for the maximum and minimum load conditions are 
2.4 and 5.5 percent, respectively. The optimum balanced 
condition occurs at the nominal load condition with this 
orificing. Since the coal mass flowrate is 3.2 times greater 
with the maximum load than for the minimum load, the 
absolute value of the fuel imbalance is actually larger, as seen 
from Table 1, at the maximum load condition. While these 
imbalances are significant, they are much smaller than the 
corresponding imbalances calculated for the two previously 
installed orificings. 

While some of the input variables and parameters are 
important to the determination of the pressure drop and 
imbalances, the range of probable variation from the nominal 
input conditions is sufficiently small that the variation is not 
too important to the balance of the two-phase flows. An 
example of this is the classifier exit temperature, which is 
controlled to a tight tolerance. Some of the input parameters 
are not under the control of the plant operator. As the input 
values are varied, each pipe is affected nearly equally, so that 
the balance of fuel inputs is nearly maintained. The two most 
important factors in the determination of the imbalance are 
the two factors which have the greatest range of variation, the 
as-received coal flowrate and the average transport pipe gas 
velocity at the classifier exit. 

As is seen by the view of the coal transport piping presented 
in Fig. 1, each of the 24 pipes have different lengths, bends, 
and elevations. Thus, the resistance to the two-phase flow can 
be expected to vary considerably from pipe to pipe. Using the 
balanced condition of Case IB, the resistances of the pipes to 
two-phase flow were calculated. The effects of the orifices 
and the static head loss were subtracted from the total 
resistance to obtain the resistance due to the flow. The results 
of these calculations are displayed in Fig. 5 as resistance to 
flow relative to the least resistive coal transport pipe. The pipe 
with the least resistance is ranked as No. 1, and the pipe with 

the largest resistance is ranked as No. 24. Also in Fig. 5 are the 
centerline pipe lengths divided by the centerline pipe length of 
the pipe with the least resistance. The flow resistance has a 
correlation coefficient of 0.92 with the length, but the length 
is not the only important factor. The bends and the reac-
celeration after the bends are also important factors in the 
determination of the flow resistance and, consequently, the 
distribution of flow in the parallel piping. 

The pressure drop breakdown for a typical pipe from Case 
IB is listed in Table 4. The components as listed are additive, 
but not independent. The gas friction component represents 
the pressure drop which might occur if the total length of the 
piping were straight and horizontal and the coal particles did 
not affect the flow velocity and profiles. The gas bends 
component represents the summation of the effects of the 
piping bends on the gas phase of the two-component 
suspension. The coal friction component represents the 
pressure drop due to the coal particles on the walls of the 
straight section of the pipe and the additive internal friction 
between the phases in the body of the flow. The coal ac­
celeration component represents the pressure drops caused by 
reacceleration of the coal particles after a bend. The static 
head component represents the pressure required to suspend 
the column of coal along the nonhorizontal sections of pipe. 
The orifice component is the steady-state nonrecoverable 
pressure drop due to the gas and solid phases. The pressure 
drop due to the gas component is roughly 60 percent of the 
total pressure drop, while the coal particles are responsible for 
most of the remainder. 

Summary and Conclusions 

The distributions of two-phase fuel inputs through the 24 
parallel coal transport pipes of the Coronado Generating 
Station have been balanced under loaded conditions by 
calculation of orifice sizing with computer code CTS4. The 
orificing determined in this manner has been shown to be 
influenced only slightly by variations of the values of most of 
the input variables and input parameters. The small sensitivity 
to these changes is due to each pipe being affected nearly 
equally, so the distribution of fuel inputs in the coal transport 
piping remains nearly balanced. The two most important 
input variables in the determination of the distribution of fuel 
inputs through the 24 parallel pipes are the average transport 
pipe gas velocity at the classifier exit, i.e., primary air 
flowrate, and the as-received coal flowrate. 

The imbalance in the distribution of fuel inputs with the 
two previously installed orificings ranges from 13.6 to 26.9 
percent for the range from minimum to maximum load. 
When the orificing calculated for the nominal loaded con­
ditions by computer code CTS4 is applied to this range of 
loading, the fuel imbalances decrease by a factor of 3 to 10. 

Not long ago a large variation of fuel flows was ac­
ceptable. Perhaps it is time to apply state-of-the-art 
techniques to achieve improved balance of two-phase fuel 
inputs to pulverized coal-fired boilers. The technique which is 
embodied in computer program CTS4 can be used for both 
retrofit of existing plants and design of piping for new plants. 
In both of these applications, balance can be achieved by 
sizing the transport pipes instead of introducing orifices into 
the flow. 
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Lateral Mixing of Solids in a 
Partially Defiuidized Bed With 
Immersed Heat Exchange Tubes 

Introduction 

To turn down a fluidized bed combustor, a section of the 
fluidized bed needs to be defiuidized by cutting off the air 
supply and the flow of coal to that region. With the air and 
coal supplies cut off, the temperature of the slumped section 
will decrease since the combustion stops in that part of the 
bed. To bring the bed up to full capacity, the air supply is 
returned to that stagnant part of the bed. When the 
refluidization of the slumped portion begins, solids in the 
slumped section will diffuse to the adjacent active section 
causing the rapid mixing of the solids in the fluidized section. 
If the mixing of solids is too rapid, the temperature of the 
fluidized section will drop below the operating temperature, 
and sulfur will no longer be effectively removed from the 
combustion gases. Thus, it should be useful to determine the 
rate of mixing of bed material between the slumped section 
with the active section after refluidization. 

This paper reports on the experimental results of the lateral 
mixing of solids and compares them with some results from 
other investigators. 

Apparatus and Procedures 

Due to the difficulty in making measurements and ob­
servations in the high-temperature fluidized bed combustor, a 
dynamically similar cold phase fluidized bed was used to 
model the high-temperature case. 

The experiment was conducted in a 0.30-m-wide by 2.40-m-
long fluidized bed. A tube bundle comprising six staggered 
rows of horizontal tubes with 0.0125 m o.d. and 0.041 m 
equilateral triangular pitch was placed in the bed with the 
lowest row of the tubes 0.127 m above the distributor plate. 
The bed particles were zirconia oxide with dp = 305 /tin and 
density 5900 kg/m3. The static bed height was approximately 
at the top tube level (0.30 m). Defluidizing of a portion of the 
bed was achieved by using an air inlet plenum which was 
divided into two separate wind boxes with individual butterfly 
valves to control the amount of air entering the two com­
partments of the bed. A schematic of the apparatus is shown 
in Fig. 1. 

The technique of using inductance probes to monitor the 
concentration of ferrite tracer particles which was developed 
and used successfully by Fitzgerald [1] was used in this study. 
Six inductance probes were used to measure the concentration 

!^§! 
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Fig. 1 Schematic representation of the test apparatus including 
coordinates and the location of the ferrite tracer initially introduced to 
the slumped bed 

of ferrite particles as they spread throughout the bed after the 
refluidization. 

With half of the bed defiuidized, a sufficient amount of the 
ferrite tracer (one percent of the total bed material by weight) 
with dp = 1000 nm was introduced to the slumped section of 
the bed. After the slumped bed was refluidized, the ferrite 
tracer would then spread throughout the entire fluidized bed. 
The output signals from the inductance probes which were 
found to be linear with respect to the ferrite concentration [2] 
were sampled once every 50 ms and then digitized. Data were 
also collected on six channels before introducing the ferrite 
tracers to the bed in order to determine accurately the 
background or zero level for each of the inductors. After half 
of the bed was refluidized, data were collected on all six 
probes for 300 s. 

After a refluidization was made and data collected, the 
ferrite tracer was separated from the bed media before 
another set of experiments was performed. The velocity used 
to refluidize the slumped part of the bed was varied from 0.60 
m/sto0.90m/s. 

Experimental Results 

The concentration of ferrite particles from the experiments 
was plotted for each of the six data channels as a function of 
time. Samples of the plots of concentration versus time are 
shown in Fig. 2. From the plot for each run, three plots on the 
left-hand side represent the concentration from each inductor 
coil in the slumped side where the locations of coils in the bed 
(z) are 0.1143, 0.5461, and 0.9780 m. The other three plots on 
the right-hand side represent the concentration from each coil 
in the active side where the locations of coils in the bed (z) are 
1.4097, 1.8415, and 2.2733 m. The concentration scale on the 
plot is measured in volts. One volt is equal to 0.427 kilograms 
of ferrite in each cubic meter. It is important to remember 
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Fig. 2 Sample data of the ferrite concentration readings of all six 
probes 

that one percent of ferrite by weight in a vicinity of a probe is 
approximately 32.036 kg/m3. 

The collected data as shown in Fig. 2 had to be smoothed to 
attenuate the effect of bubbles passing the probes. When a 
bubble comes close to a probe, the ferrite tracer will be 
separated from the probe, causing a decrease in the apparent 
concentration of ferrite. When the bubble moves away from 
that probe, the ferrite particles come back within the vicinity 
of the inductance probe and the concentration reading goes up 
again. 

A computer program was developed that eliminated the 
effects of zero drift and the effects of bubbles passing the 
probes. Figure 3 shows the corrected data. A final smoothing 
of the raw data was also performed. 

The resulting mean concentration versus time plots from all 
six channels were then used to obtain the ferrite concentration 
profile which is the distribution of the ferrite tracer as a 

function of the location in the bed. The concentration profile 
will change as time increases. The series of times from the 
start (f = 0) to the end (t = 290) was chosen so that the 
concentration profile would change dramatically and suc­
cessively. A modified Fibonacci sequence of time (: = 10, 20, 
30, 50, 80, 130, . . .), where each number is the sum of the 
previous two, was used. This series was chosen because it 
represented natural decaying functions or exponential func­
tions in a characteristic manner and the changes in ferrite 
concentration in this study were expected to be rapid in the 
first 60 s, then slower as time progressed. The set of con­
centration profiles at different times (t = 10, 20, 30, 50, 80, 
130, 210, and 290 s) from one run is shown in Fig. 4. 

Since the concentration profile of the ferrite tracer in the 
bed at a series of times is known, a model that describes the 
spreading rate of the ferrite tracer or the rate that ferrite 
tracer disperses in a fluidized bed can be developed. 

Nomenclature 

A = cross-sectional area of the bed, m2 • 
c = concentration of ferrite tracer, kg/m3 

c, = initial concentration of ferrite tracer = 
2 c, kg/m3 

c* = concentration of ferrite tracer at 
steady-state condition = 32.0, kg/m3 

dB = bubble diameter, m 
dp = surface mean particle size, ^m 
Dz = lateral dispersion coefficient of solids, 

m2/s 
L = length of fluidized bed 

M = relative amount of solids transfer 
m* = total amount of tracers from the 

slumped section that diffused to the 
active bed after the refluidization at the 
steady-state conditions, kg 

t = 

U(z),U[ ( < - § ) -
z = 

8 = 

emf 

total amount of tracers from the 
slumped section that diffused to the 
active bed after the refluidization at the 
steady-state conditions, kg 
time after refluidization, s 
superficial velocity at the minimum 
fluidizing condition, m/s 

unit step function 
horizontal distance from the left end of 
the bed, m 
fraction of the bed consisting of 
bubbles 
void fraction in the bed at the 
minimum fluidizing velocity 
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Table 1 Comparison of Dz from various investigators 

Superficial velocity 
(m/s) 

0.60 
0.76 
0.90 

Equation (5) 

0.038 
0.053 
.0.063 

Dz (m2/s) 

Equation (6) 

0.0010 
0.0017 
0.0023 

This experiment 

0.0007 
0.0012 
0.0020 
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Fig. 3 Raw data corrected for bubble passing effects and for zero drift 
effects 

Discussion 

When the composition of a mixture varies from one point 
to another, each component has a tendency to flow in the 
direction that will reduce the local differences in con­
centration [3]. In this experiment, the concentration of ferrite 
particles in the bed was found to vary with location in the bed 
and time. The concentration of ferrite tracer in the bed 
satisfied the unsteady state diffusion equation. 

dc 

1i =£> 
d2c 

dw2 +D„ 
d2c 

~dy~2 +D7 
d2c 

dz2 (1) 

However, since the width (w) of the bed is small, the 
concentration gradient in the w direction can be lumped. Thus 

dc 
= DV 

d2c 
+ D7 

d2c 

dz2 (2) 

Furthermore, as bubbles rise in a fluidized bed, solids are 
drawn into the bubble wake and completely mixed in the 
wake. Particle circulation within the wake causes lateral 
displacement of the solids shed through the bed and at the 
surface. A consideration of these mechanisms indicates that 
vertical mixing should be more rapid than lateral mixing [4]. 
Thus, the concentration gradient in the vertical direction iy) 
can be neglected in comparison with the lateral concentration 
gradient 

120.00 

eo.oo 
CIKC/CU.Ml 

40X0 

T IME a 10 S 

C 

^ ^ ^ ^ 

TIME = 8 0 S 

TIME = 2 9 0 s 

Fig. 4 Example of concentration profiles of ferrite tracer from a typical 
experiment 

dc 
--D, 

d2c 

dz2 (3) 

Equation (3) can be solved if two appropriate boundary 
conditions and one initial condition are known. In this ex­
periment, the following conditions were used: 
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Fig. 5 Concentration profiles from run number 1 by using equation (4) 
withD, = 0.002 m2/s 
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Fig. 6 Plot of dispersion coefficient of solids as a function of 
superficial velocity 

dc 
Boundary condition —— = 0 at z = 0 and z — L 

dz 

Initial condition c = c, U(z) — u(z — - ) atc = 0 

where 
c,=2c* 

The solution of equation (1) can be expressed as 

2c, v^ 1 . mr , „ , , , 
c(z,t)=c*+ — IJ — sin — exp(-Dz\

2„t) cos \„z 
z L n=\ \< 

(4) 

where 

K, = -

In equation (4), the lateral dispersion coefficient of solids 
(Dz) is the only unknown quantity which can be solved since 
c(z, t) is obtained from the experimental data and the other 
quantities, i.e., c*, c,, L, t, and z are known. Newton's Root 
Finding method was used to determine Dz in equation (4). It 

100 300 500 

t,second 

Fig. 7 The relative amount of solids transfer (/W) as a function of time 
after refluidization 

was found that Dz was mainly a function of the superficial 
velocity and values of Dz at various superficial velocity are 
shown in Table 1. 

After the values of Dz were obtained, the theoretical 
concentration profiles were plotted by using equation (4) and 
compared with the experimental concentration profiles. A 
sample plot is shown in Fig. 5. 

Mori and Nakamura [5] presented a report about solids 
mixing in a fluidized bed. The authors also developed a 
correlation from the experimental data for Dz which was 
expressed as 

Dz=2JdB
20 (5) 

Kunii and Levenspiel [6] considered that the major 
mechanism of lateral mixing was the circulation of particles 
within the bubble's wake. The authors also proposed a 
correlation of Dz by using Einstein's random walk equation 
as 

D- = l6 (rh) 
U dR 

tmf 
(6) 

In equations (5) and (6) dB can be estimated using 
correlations proposed by several investigators, e.g., [7, 8]. 
The fraction of the bed occupied by bubbles (6) was found to 
vary from 0.125 at u = 0.60 m/s to 0.20 at u = 0.90 m/s. The 
voidage of the bed at the minimum fluidizing velocity (em/) 
was assumed to be 0.5. The predicted values of Dz from 
equations (5) and (6) were calculated and are also shown in 
Table 1. Comparison of Dz obtained from this experiment 
and that from equation (6) is shown in Fig. 6 which indicates 
good agreement between these two numbers. 

To determine the total amount of tracers from the slumped 
section that diffused across the interface front to the fluidized 
section after the refluidization at any time /, equation (4) with 
a known value of D7 was used 

m, •n c(z,t)dz 

(7) 

If m* is the total amount of tracer from the original 
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slumped section that diffuses to the fluidized section after 
refluidization at the steady-state condition, then 

m*=Ac*~ (8) 

Finally, the relative amount of solids transfer (M) which is 
defined as the ratio of m, and m* can be obtained and is 
expressed as 

M= = 1 
4 

IJ 
[ l - ( - l ) " ] exp(-Dz\j,t) (9) 

The plots of M at various timed and superficial velocities 
are shown in Fig. 7. It was indicated that the mixing of solids 
from both sections would be reduced if the slumped section 
was refluidized with a lower velocity. 

Conclusions 

1 It was observed that the mechanism of solid mixing, or 
the dispersion of the solids from the refluidized section to the 
active section, can be represented by the diffusion model. 

2 It was found that the dispersion coefficient of solids 
increased significantly with the superficial gas velocity. 

3 The resulting values of M indicate that the total amount 

of material diffused from the slumped side to the fluidized 
section after refluidization increases with the refluidizing 
velocity. 
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A Comparison of Simple Models of 
Turbulent Droplet Diffusion 
Suitable for Use in Computations 
of Spray Flames 
An exact analysis of the diffusion of droplets in turbulent flow, taking account of 
the random nature of the flow and the range of length and time scales, is very in­
volved and the equations derived are not necessarily solvable. For this reason spray 
models have usually not included liquid turbulent diffusion effects. Simpler models 
of turbulent diffusion of droplets are compared in this paper and equations suitable 
for insertion into existing spray models that require little extra computational effort 
are derived. 

Introduction 
An exact analysis of the diffusion of droplets in turbulent 

flow, taking account of the random nature of the flow and the 
range of length and time scales, is very involved, and the 
equations derived are not necessarily solvable. A description 
of some of these advanced treatments is given by Soo [1]. For 
this reason models of spray flames have usually not included 
liquid diffusion effects. The objective of this paper is to 
compare the four simpler models that have been proposed and 
to derive equations for each, suitable for insertion into 
existing spray models, and which will require little extra 
computational effort. Two of the models will be shown to 
give the same general trend as the experimental data, and the 
derived equations for these models will be validated by 
comparison with the experimental results of Snyder [2]. 

In spray flames the liquid phase can be represented as a 
continuum as described for example by Jones [3], or as a set 
of discrete droplets as described for example by El Banhawy 
[4], The rate of diffusion of the liquid will need to be 
represented in a different manner in the two alternative liquid 
phase formulations. 

In the continuum formulation the many individual droplets 
are averaged to define a local liquid mass fraction. A con­
servation equation for mass fraction of liquid can then be 
derived which is of the same form as the conservation 
equations for the gas phase. Turbulent diffusion of the 
droplets can be included by a diffusivity eT where 

/ = —e7 
d<p 

~dx 

A turbulent Schmidt number can then be formed as 
8 ^ = ^7-/67-

(1) 

(2) 

Contributed by the Power Division and presented at the ASME Winter An­
nual Meeting, Phoenix, Arizona, November 14-18, 1982. Manuscript received 
by the Power Division December 1982. Paper No. 82-WA/HT-2. 

A molecular diffusivity and corresponding Schmidt number 
could also be defined. However, for liquid droplets in air, 
where the density ratio is of order 1000, molecular diffusion 
effects will be negligible. The inclusion of turbulent diffusion 
will add extra terms in the equations, but will not increase the 
number of equations to be solved, and so the additional 
computing time required will be small. 

In the discrete formulation representative droplets are 
obtained by statistically sampling the ranges of position, size, 
and velocity at injection. These droplets are tracked through 
the flow field by solving the droplet equation of motion. If 
turbulent diffusion is neglected, the trajectory of a droplet of 
given initial conditions is fully determined. However, if 
turbulent diffusion is included, the random nature of the flow 
means that the trajectory of a droplet of given initial con­
ditions is not fully determined. In this case the number of 
representative droplets required will increase because a 
droplet of given initial conditions will need to be sampled 
several times. Diffusion of droplets can be simulated by a 
turbulent position increment to the mean trajectory, 
calculated by finding the response of a droplet to fluctuating 
gas velocity acting perpendicular to the trajectory. The 
turbulent increment is added perpendicularly to the trajec­
tory, randomly in a positive or negative sense. This type of 
diffusion model will predict an approximately Gaussian spray 
distribution, centered about the trajectory due to the mean gas 
velocity. Inclusion of turbulent diffusion in, discrete models 
will be simple, but will increase the solution time because the 
number of representative droplets required will be larger. 
Also convergence may be slowed down since a droplet's 
trajectory will change slightly from one iteration to the next, 
because of the random nature of the model. 

Timescales 

Turbulent diffusion can be characterized by the ratio of the 
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droplet response time to the turbulent timescale of the gas 
rIT. Turbulent diffusion is assumed to occur when 

T/T<\ (3) 

The equation of motion of a droplet is 

dUp _ 1 

dt T 

where 
T= — -Z7-Z (5) 

(U-UD) 

D2pD 

(4) 

CDRe ix 

Diffusion is only significant for droplets where Re < 103, and 
then 

C f l~ 
24 

~Re~ 
; i+0.15 Re0687) (6) 

is valid. Thus T can be determined. Regarding T, it is shown 
by Hinze [5] that the large energy-containing eddies are most 
likely to cause turbulent diffusion and for these eddies, when 
the relative velocity between the droplets and the surrounding 
fluid is small, 

T=l/U' (7) 

When there is significant relative velocity between the droplet 
and the surrounding fluid, e.g. near an injector, the droplet 
will pass through an eddy in less than the turbulent timescale 
of the eddy. Following Gosman [6], to allow for this the 
turbulent timescale for the gas will be taken as 

7 = minimum (//[/ ' ,//1 UD-U\) (8) 

The length scale of the turbulent eddy / can be found from the 
formula of Hinze [7] 

/ = U r / P ) 3 / 4 / e 1 / 4 (9) 

tiT can be found from the K-t model [8] 

lxT = C,PK2/e (10) 

For simplicity it is assumed that the fluctuating velocity is the 
same in all directions, hence 

U'=(2K/3)1/2 (11) 

Thus from a knowledge of the droplet size and density and 
characteristics of the flow, the ratio of droplet response time 
to turbulent timescale T/Tcan be calculated. 

Alternative Models 

A survey has been made of the simpler models of turbulent 
diffusion of droplets. These models can be divided into four 
basic approaches. They are briefly summarized here so that 
they may be compared. 

Model 1. This model is based on the equation of motion of 
a droplet, equation (4), and gives an estimate of diffusion 
suitable for use in a continuum spray model. It is described by 
Longwell [9] and has been used in the computations of 
Katsuki[10]. 

If it is assumed that the mean velocity of the droplet is 
determined by the mean velocity of the gas, and the fluc­
tuating velocity of the droplet is determined by the fluctuating 
velocity of the gas, equation (4) can be split into two parts 

d UD = J_ 
T 

1 
(13) 

dt 

dUd' 

(U-UD) 

= — {U'-UD') 

(12) 

dt r 

Assuming that the gas has a sinusoidal fluctuating velocity 
given by 

U' = U0 sin co? (14) 

and 

• T K 1 l/2 
S c r = - ^ - = — — (15) 

eT 

it is shown by Longwell [9] that equation (13) can be solved to 
give an estimate of the droplet turbulent Schmidt number 

S c r = l +coV (16) 

If T is the time for an element of fluid to travel across the 
eddy 

T=w/u 

SCT=1+(TVT/T)2 (17) 

It must be noted that if, as is sometimes the case, fluctuating 
components of velocity are of the same order or greater than 
the mean flow velocity, the above analysis may be seriously in 
error. 

Model 2. This model, like model 1, is based on the droplet 
equation of motion, equation (13), but in this case the 
equation is solved to obtain an estimate of droplet diffusion 
suitable for a discrete spray model, i.e., turbulent deflections 
to be added to the mean path are calculated. Diffusion 
estimates of this type have been employed in the computations 
described in [6] and [11-13]. 

If it is assumed that U' is constant over time T and the 
droplet starts with no fluctuating velocity, equation (13) can 
be solved to find the distance traveled by a droplet in time T, 
due to the velocity fluctuation 

A x = f / T ( l + T / r ( e x p ( - r / T ) - l ) ) (18) 

This crude analysis gives an order of magnitude estimate of 
Ax, for T < T, Thus a power series expansion of (18) is not 
appropriate. 

Model 3. This model, described by Liu [14] and Gud-
mundsson [15] and used in the computations of Abbas [16], 
gives a continuum estimate of droplet diffusion. It is based on 
a calculation of the difference in penetration of particles and 
turbulent eddies from the turbulent core into the boundary 
layer in pipe flow. The result obtained is 

SCT = (1 + T/T)-1 (19) 

cD = 
c, = 
D = 
e = 
J = 

K = 

I = 
Re = 
Sc = 

t = 

drag coefficient 
constant in K-e model 
droplet diameter, m 
diffusivity, kg m ~' s" ' 
flux, kgm~2 s~' 
kinetic energy of turbulence, 
m2 s - 2 

length scale of turbulence, m 
Reynolds number 
Schmidt number 
time, s 

T = turbulent timescale, s 
U = velocity, m s _ ' 
x = distance, m 

Ax = deflection in trajectory of 
droplet due to turbulence, m 

a = standard deviation 
e = eddy dissipation, m2 s~3 

<p = mass fraction of liquid 
fi = viscosity, kg m " ' s " ' 
p - density, kg m~3 

T = droplet time constant, s 

Subscripts 
D = droplet; all properties refer to 

gas phase unless subscripted 
byZ> 

DIFF = diffusion 
G = gaseous species 
P = at the point P 
T = turbulent 

Superscripts 
' = fluctuating 

= mean 
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The analysis is only valid for boundary layer flows and is 
inapplicable to more general flows. 

Model 4. This model, described by Abramovich [171, also 
gives a continuum estimate of droplet diffusion. By making 
the assumption that a droplet of any size will acquire the 
fluctuating velocity of the gas in the duration of the turbulent 
timescale T it is possible to show that diffusion can be 
calculated by 

Sc r = Sc r o - — - (20) 
1~<P 

where <p is the mass fraction of liquid. This result, unlike those 
obtained from models 1, 2, and 3, is independent of the 
timescale ratio. This is a consequence of the previously 
mentioned assumption. 

A Method of Comparing the Models 

Four models have been described above; models 1,3, and 4 
were of the continuum type and model 2 was of the discrete 
type. A simple formula will now be derived to convert con­
tinuum models to discrete models and vice versa. All four 
models can then be expressed in the same form and will be 
capable of comparison with the same experimental data. The 
model giving the best agreement with experimental results can 
then be used in both continuum and discrete spray models. 

It is shown by Jurewicz [18] that the velocity with which 
droplets diffuse through the gas is given by 

Un 

eT d<p 

pip dx 
(21) 

Consider a small volume of gas containing some droplets, and 
no droplets in the immediate surroundings. Let the average 
mass fraction in the volume be <p. If the liquid diffuses 
distance Ax in time T 

UmFF = Ax/T 

d<p/dx = (0-<p)/Ax 

these approximations in Substituting 
rearranging 

eT = pAx2/T 

A more sophisticated analysis on this point 
followed by Hotchkiss and Hirt [19] who suggest 

equation (21) and 

Ax = 

(22) 

has been 
19] who suggest 

= V 4 e ^ 7 p erf~l (y) (23) 

where y is randomly distributed 0 < y < 1. However, this 
form only differs by a factor order unity from equation (22) 
on average and requires a very significant increase in com­
puting time. Nevertheless better experimental data might 
justify the introduction of a correction factor in equation 
(22). 

In time the particles will be distributed, rather than con­
centrated at one point. It can be shown that if a particle moves 
a distance Ax, randomly in a positive or negative sense, then 
after n moves, where n is large, the probability density 
function for the position of the particle is Gaussian, with a 
standard deviation given by 

o = Axnul (24) 

Equations (2) and (22) enable formulae for models which 
predict turbulent displacement Ax to be manipulated to 
calculate diffusivity eT, and vice versa. Because of the level of 
approximation involved in the analysis above, it is ap­
propriate to introduce a multiplying constant Sc r o into the 
model equations, such that Sc r — SCT-G as r —• 0, i.e., as the 
droplets become gaslike. 

Thus the model equations, all expressed in continuum 
form, become 

r0i5 r a d i u s of ha l f f l o w r a t e 
r0 r a d i u s of n o z z l e 

Fig. 1 Rates of dispersion of different sized particles in a gas jet; 
replotted from Laats and Frishman [24] 

Model 1 Sc r = S c r o ( l + ( ^ ) ) (25) 

Model2 Sc r = S c T O - ^ ; ( l + ^ ( e x p ( ^ ' ) - l ) ) ' ( 2 6 ) 

Model 3 SCT- = S C T O ( I + £ ) (27) 

Model 4 Sc r = Sc T O ( — — ) (28) 
\ 1 — <p / 

From these results, using equations (2) and (22), the 
corresponding discrete equations become 

1/2 
(29) Modell A x = J - ^ f l + ( ^ ) } 

Model: 
2 - « K M v H ) <»> 

Model 3 Ax= 

Model 4 Ax= 

iiTT 

pSc TO K) 
)xTT ( 2 — ip 

p Sc7 (T^) 

(3D 

(32) 

Thus we have all four models expressed in equivalent forms 
suitable for either the continuum or the discrete formulation 
of spray flame models. 

Choice of Model 

Examination of the models, summarized in equations 
(25-28), shows that they give contrasting results. Models 1 
and 2 predict that Sc r will increase with T/T, i.e., small 
droplets will diffuse faster than large droplets under similar 
conditions. This is physically plausible because of the higher 
inertia of the larger droplets. Model 3 predicts the opposite 
trend to 1 and 2, i.e., Scy- decreases with T/T. However, since 
for very large droplets there will be no diffusion, Sc r must 
eventually increase with T/T for very large T/T. Model 4 
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Fig. 2 A comparison of the experimental data of Snyder and Lumley 
[2] with models 1 and 2 

predicts that Sc r is independent of T/T. TO decide which 
models show the correct trend, experimental evidence must be 
examined. 

Experiments with multiphase jets, reported in [20, 21, and 
22], show that Sc r decreases with T/T, in agreement with 
model 3. The gas velocity profile assumed by Lilly [22] has 
been criticized by Mills [23], but this seems unlikely to fully 
account for the unusual trend in the results. Hinze [5] has 
attributed the increase in diffusivity for large droplets to 
overshoot effects in the nonhomogeneous flow field of the 
turbulent jets. 

Laats [24] carried out an experiment on a multiphase jet, 
the results of which (expressed as radius of half-flow rate 
against axial distance) are shown in Fig. 1. Near the nozzle 
small-diameter powder is dispersed less rapidly than large-
diameter powder, but far from the nozzle this trend is 
reversed. These results may explain the conclusion of [20-22] 
that Sc r decreases with T/T. Laats attributes the initial higher 
rate of diffusion of the larger particles near the nozzle to the 
Magnus force which acts on the larger particles when they are 
induced to rotate in the high-shear region near the nozzle. 

Smoot and co-workers reported a series of experiments to 
measure the properties of two-phase jets, for use in the 
design of pulverized coal reactors. In early experiments [25] it 
was found that Sc r decreased with T/AT, but this was at­
tributed to effects from the design of the inlet. When greater 
attention was paid to inlet design [26-27] Sc r was found to 
increase with T/T. Thus the apparent decrease of Sc r with T/T 
is attributed to extraneous effects. 

From the experiments of Laats and Smoot it is concluded 
that turbulent jets are unsatisfactory flows in which to 
measure the turbulent diffusivity of droplets. An experiment 
has been performed by Snyder [2] in which particle dispersion 
is measured in a uniform air flow through a duct. This flow 
avoids the problems associated with a turbulent jet. The 
results show a clear trend for Sc r to increase with T/T, in 
agreement with models 1 and 2. Thus models 1 and 2 which 
show trends that are compatible with physical expectations 
are the ones to be used, in preference to models 3 and 4. 

Validation of the Models 

Models 1 and 2 will now be quantitatively compared with 
the data of Snyder [2]. Gosman [6] has already used these data 
to test a model similar to model 2 and has obtained good 
agreements for the heavier particles, but less good agreement 
for the lighter particles. 

It has been shown above that if the turbulent timescale 7Ms 
constant 

a=AxnU2 (24) 

The time after n intervals of duration T is given by 

t = n T 

a2 = Ax2 t/T (33) 

(Note that the assumption of constant time steps taken here is 
merely in order to enable comparisons to be made. In actual 
computation, no such assumption is necessary.) 

Using equations (29) and (30) 

* " " ' •w( ' t fWT)- 1 ) ) ' <"> 
In deriving numerical values for comparison, a value of 0.7 is 
used for Sc r G following [8] and \x.Tlp, T, and r are calculated 
from the data of Snyder. 

Figure 2 shows a comparison of equations (34) and (35) 
with the experimental results. The derivation of equations (34) 
and (35) is only approximate because the initial assumption 
that timescale T is constant is not true. However, Fig. 2 does 
give an indication of whether models 1 and 2 predict results of 
the correct order of magnitude. 

Very close agreement is shown between models 1 and 2, 
which is encouraging, since they are based on fundamentally 
different approximations to the complex problem of turbulent 
diffusion. Both models underpredict the rate of diffusion for 
all sizes of particle by a factor of around 0.75. In view of the 
very approximate analysis involved this result seems quite 
reasonable. As noted earlier, a correction factor on eT may be 
introduced in equation (22) to improve agreement. It is in­
teresting to note that a factor of 2 produces an increase in 
predicted diffusion of V2 giving virtually exact agreement. 
However, this step does not appear to be fully justified in the 
absence of further experimental data. 

Conclusion 

The rate of diffusion of liquid drops in a turbulent flow is 
characterized by the timescale ratio T/T. Experimental studies 
of diffusion show conflicting trends, but the most reliable 
results are those of Snyder [2], which show that Sc r increases 
with T/T, i.e. small droplets will diffuse faster than large ones 
under identical conditions. Of the models which have been 
proposed there are two models which predict the correct 
trend, though both tend to underestimate the rate of diffusion 
by about the same amount. Using either of these models it is 
possible to include droplet turbulent diffusion effects in both 
continuum and discrete spray prediction programs to give a 
reasonable degree of accuracy at little extra computational 
cost. 

Acknowledgments 

Our thanks go to the Science and Engineering Research 
Council for the award of a grant to one of the authors, P. 
Ward. 

References 

1 Soo, S. L., "Fluid Dynamics of Multiphase Systems," Blaisdell, 1967. 
2 Snyder, W. H., and Lumley, J. L., "Some Measurements of Particle 

Velocity Autocorrelation Functions in a Turbulent Flow," J. FluidMech., Vol. 
48, 1971, pp. 41-71. 

3 Jones, W. P., and Priddin, C. H., "Predictions of the Flow Field and 
Local Gas Composition in Gas Turbine Combustors," Seventeenth Symposium 
(International) on Combustion, The Combustion Institute, 1979, pp. 399-409. 

4 El Banhawy, Y., and Whitelaw, J. H., "Calculation of the Flow Proper­
ties of a Confined Kerosene Spray Flame," AIAA J., Vol. 18, 1980, pp. 
1503-1510. 

5 Hinze, J. O., "Turbulent Fluid and Particle Interaction," Prog, in Heat 
and Mass Trans., Vol. 6, 1972, pp. 433-452. 

Journal of Engineering for Gas Turbines and Power JULY 1985, Vol. 107/693 

Downloaded 01 Jun 2010 to 171.66.16.71. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



6 Gosman, A. D., and Ioannides, E., "Aspects of Computer Simulation of 
Liquid Fuelled Combustors," paper presented at AIAA 19th Aerospace 
Sciences Meeting, St. Louis, MO, 1981. 

7 Hinze, J. O., "Turbulence," 2nd edn., McGraw-Hill, New York, 1975. 
8 Launder, B. E., and Spalding, D. B., "Mathematical Models of Tur­

bulence," Academic Press, New York, 1972. 
9 Longwell, J. P., and Weiss, M. A., "Mixing and Distribution of Liquids 

in High-Velocity Air Streams," Industrial and Engineering Chemistry, Vol. 45, 
1953, pp. 667-677. 

10 Katsuki, M., Mizutani, Y., and Ohta, M., "Theoretical Approach to 
Spray Combustion in Gas Turbine Combustor," Tech. Rpt. No. 1482, Osaka 
University, 1978. 

11 Crowe, C. T., and Pratt, D. T., "Finite-Difference Methods for Calcula­
tion of Heterogeneous Combustion," paper presented at Spring Meeting of 
Central States Section, Combustion Institute, 1978. 

12 Lockwood, F. C , Salooja, A. P., andSyed, S. A., "A Prediction Method 
for Coal Fired Furnaces," Combustion and Flame, Vol. 38, 1980, pp. 1-15. 

13 O'Rourke, P. J., and Bracco, F. V., "Modelling of Drop Interactions in 
Thick Sprays and a Comparison With Experiments," Inst, of Mechanical 
Engineers Paper No. C404/80. 

14 Liu, B. Y. H., and Ilori, T. A., "Aerosol Deposition in Turbulent Pipe 
Flow," Envi. Sci. and Tech., Vol. 8, 1974, pp. 351-356. 

15 Gudmundsson, J. S., and Bott, T. R., "Particle Diffusivity in Turbulent 
Pipe Flow," J. Aerosol Sci., Vol. 8, 1977, pp. 317-319. 

16 Abbas, A. S., Koussa, S. S., and Lockwood, F. C , "The Prediction of 
the Particle Laden Gas Flows," Eighteenth Symposium (International) on Com­
bustion, The Combustion Institute, 1981, pp. 1427-1438. 

17 Abramovich, G. N., and Girshovich, T. A., "Diffusion of Heavy Par­
ticles in Turbulent Gas Streams," Soviet Physics Doklady, Vol. 18, 1974, pp. 
587-589. 

18 Jurewicz, J. T., and Stock, D. E., "A Numerical Model for Turbulent 
Diffusion in Gas Particle Flows," ASME Paper No. 76-WA/FE-33. 

19 Hotchkiss, R. S., and Hirt, C. W., "Particulate Transport in Highly 
Distorted Three-Dimensional Flow Fields," Proc. Summer Simulation Con­
ference, SHARE, San Diego, CA, June 1972. 

20 Singamsetti, S. R., "Diffusion of Sediment in a Submerged Jet," Proc. 
Am. Soc. Civ. Eng., Vol. 92, HY 2, 1966, pp. 153-168. 

21 Goldschmidt, V. W., Householder, M. K., Ahmadi, G., and Chuang, S. 
C , "Turbulent Diffusion of Small Particles Suspended in Turbulent Jets," Pro­
gress in Heat and Mass Trans., Vol. 6, 1972, pp. 487-508. 

22 Lilly, G. P., "Effect of Particle Size on Particle Eddy Diffusivity," In­
dustrial and Engineering Chemistry Fundamentals, Vol. 12, 1973, pp. 268-275. 

23 Mills, A. F., and Lau, H. K., "Particle Transport Across a Plane Tur­
bulent Jet," Industrial and Engineering Chemistry Fundamentals, Vol. 14, 
1975, pp. 134-136. 

24 Laats, M. K., and Frishman, F. A., "Scattering of an Inert Admixture of 
Different Grain Size in a Two-Phase Axisymmetric Jet," Heat Transfer Soviet 
Research, Vol. 2, 1970, pp. 7-12. 

25 Hedman, P. O., and Smoot, L. D., "Particle-Gas Dispersion Effects in 
Confined Coaxial Jets," AIChE J., Vol. 21, 1975, pp. 372-379. 

26 Memmot, V. J., and Smoot, L. D., "Cold Flow Mixing Rate Data for 
Pulverised Coal Reactors," AIChE J., Vol. 24, 1978, pp. 466-473. 

27 Tice, C. L., and Smoot, L. D., "Cold Flow Mixing Rates With Recircula­
tion for Pulverised Coal Reactors," AIChE J., Vol. 24, 1978, pp. 1029-1035. 

694/Vol. 107, JULY 1985 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.71. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



M.S. Anand 
Graduate Research Assistant. 

F. C. Gouldin 
Professor. 

Sibley School of Mechanical 
and Aerospace Engineering, 

Cornell University, 
Ithaca, NY 14853 

Combustion Efficiency of a 
Premixed Continuous Flow 
Combustor 
Experimental data in the form of radial profiles of mean temperature, gas com­
position and velocity at the combustor exit and combustion efficiency are reported 
and discussed for a swirling flow, continuous combustor. The combustor is 
composed of two confined, concentric independently swirling jets: an outer, an­
nular air jet and a central premixed fuel-air jet, the fuel being propane or methane. 
Combustion is stabilized by a swirl-generated central recirculation zone. The 
primary objective of this research is to determine the effect of fuel substitution and 
of changes in outer flow swirl conditions on combustor performance. Results are 
very similar for both methane and propane. Changes in outer flow swirl cause 
significant changes in exit profiles, but, surprisingly, combustion efficiency is 
relatively unchanged. A combustion mechanism is proposed which qualitatively 
explains the results and identifies important flow characteristics and physical 
processes determining combustion efficiency. It is hypothesized that combustion 
occurs in a thin sheet, similar in structure to a premixed turbulent flame, anchored 
on the combustor centerline just upstream of the recirculation zone and swept 
downstream with the flow. Combustion efficiency depends on the extent of the 
radial propagation, across mean flow streamtubes, of this reaction sheet. It is 
concluded that, in general, this propagation and hence efficiency are extremely 
sensitive to flow conditions. 

Introduction 

Swirling flows have been of interest for many years because 
of their potential for stabilization of high-intensity com­
bustion processes [1], The attractive features of swirling 
flows, namely better flame stability due to the formation of 
one or more recirculating flow zones, reduced combustion 
length, and increased mixing through turbulence generation, 
have been demonstrated in numerous experimental studies 
involving both diffusion and premixed flame combustors 
(e.g., [2,3,4,5,6]). 

Recirculation in swirling flows is known to depend in part 
on the swirl number S, the ratio of the axial flux of angular 
momentum to the axial flux of linear momentum, and the 
Reynolds number of the flow [1, 7]. Above a critical swirl 
number the phenomenon of vortex breakdown [8, 9] occurs, 
characterized by the formation of a free stagnation point on 
the vortex axis, followed by reverse flow in a region of limited 
axial extent. Among the various forms of vortex breakdown 
possible [8, 10] most notable in the present context is the 
axisymmetric or bubble which is typically used to stabilize 
combustion. Unfortunately, the simultaneous presence of 
swirl, mean flow shear, turbulence, and heat release makes 
the reacting vortex flow a very complex object of study and, 
as a consequence, these flows are not well understood. The 
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present work is part of a continuing program to study and 
characterize swirling reacting flows. 

Efficiency and Pollutant Emissions. One of the present 
applications of the swirl combustor is in gas turbine engines. 
With the growth in applications for and the widespread use of 
gas turbines, the problem of pollutant emissions from gas 
turbine exhausts and the need to limit such emissions have 
grown. The three major pollutants from gas turbine com­
bustors are carbon monoxide (CO), unburned hydrocarbons 
(UHC), and oxides of nitrogen (NOJ which comprise nitric 
oxide (NO) and nitrogen dioxide (NOz). Soot and sulfur 
oxides are normally not of concern in a combustor operating 
on lean premixed hydrocarbon-air mixtures (i.e., low-sulfur-
content fuels). An understanding of the chemical mechanisms 
for formation of air pollutant species is required in order to 
interpret experimental results from laboratory combustors 
and to develop models to describe such combustors. 

Unburned hydrocarbons are a direct indication of inef­
ficient combustion. In addition, they are intimately connected 
with oxides of nitrogen in the formation of photochemical 
smog in the atmosphere [11, 12]. Premixed, prevaporized 
combustion at near-stoichiometric conditions is likely to 
minimize or effectively eliminate UHC emissions. Carbon 
monoxide in the gas turbine exhaust, in addition to being 
toxic, is also an indication of inefficient combustion. It is well 
accepted that the oxidation of CO to C02 in combustion 
systems follows the reaction [13] 
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CO + OH = C 0 2 + H (1) 

which proceeds rapidly at high temperatures but slowly at low 
temperatures due to reduced levels of OH. At slightly lean 
conditions the CO concentrations are kept to a minimum 
(equilibrium level) in the primary zone of the combustor 
where high temperatures are reached and combustion is 
complete. At stoichiometric conditions higher CO levels can 
result due to dissociation of C 0 2 at high temperatures. CO 
increases relative to stoichiometric levels both in rich mixtures 
due to lack of oxygen and in very lean mixtures due to a 
slowing of reaction (1) (thermal quenching) at low tem­
peratures, thus following a trend similar to that of UHC. 
However, since CO oxidation is slower than hydrocarbon 
oxidation, CO is more prone to thermal quenching and 
persists unreacted for many (5-6) milliseconds in fuel lean 
(<£ = 0.8) flames [14]. Thus high CO emissions from fuel lean 
mixtures are an indication of quenching in the secondary zone 
of the combustor. 

Oxides of nitrogen are highly toxic. In addition, they play 
important roles in smog formation and depletion of ozone in 
the stratosphere [15]. The relative amounts of NO and N 0 2 

present in jet engine exhausts influence the rate of reactions in 
the stratosphere [12], and in recent studies the two species are 
reported separately. In combustion systems, NO is a 
prerequisite for N 0 2 formation. It is generally accepted that 
NO formation in fuel-lean mixtures follows the Zel'dovich 
mechanism (thermal NO) in the absence of fuel-bound 
nitrogen [16]. Formation of NO is associated with high 
temperatures. Under lean conditions in a combustor NO 
increases with increase in equivalence ratio due to the ac­
companying increase in temperature, following a trend op­
posite to that of CO and UHC. But even at high temperatures 
NO formation is fairly slow and occurs on a time scale of 
several milliseconds. This understanding suggests two 
strategies for NO control: The first is to lower the peak 
temperatures in the combustor by lean, premixed operation 
(prevaporization of fuel may be necessary) and by exhaust gas 
recirculation, and the second is to reduce the residence time in 
the primary zone by rapid addition of secondary air through 
turbulent mixing. The formation of N 0 2 is less well un­
derstood than the formation of NO, though several ex­
planations have been tendered. A mechanism which is capable 
of explaining the high N0 2 /NO x fractions observed in many 
studies invokes the reaction [11] 

NO + H 0 2 = N 0 2 + O H (2) 

Excess H 0 2 resulting from hydrocarbon oxidation appears, 
through reaction (2), to be the cause of the high N 0 2 / N O x 

fractions which are observed. Further support for this 
mechanism comes from the study by Chen et al. [16] who 
showed that when a partially reacted sample containing 
unburned fuel is quenched (either by mixing with cool air or in 
a sampling probe), large concentrations of H 0 2 are produced 
during the accompanying low-temperature hydrocarbon 
oxidation. Reaction (2) is therefore favored in quenching 
zones, and the high N0 2 /NO x fractions can be attributed to 
quenching zones in the combustor. 

The preceding discussion leads one to the conclusion that 
since conditions minimizing NOx formation tend to maximize 
CO and UHC emissions or, in other words, tend to reduce 
combustion efficiency, and vice versa, a tradeoff is inevitable. 
Only advanced and radically new combustor designs involving 
concepts such as lean, prevaporized, premixed combustion, 
variable geometry, and swirl-augmented combustion can 
possibly meet the proposed aircraft emission standards 
without undue sacrifice in combustion efficiency [17]. 

Present Study. The combustor under investigation (Fig. 
1), a confined concentric jet configuration, operates on 
premixed propane or methane and air with reaction stabilized 

by a swirl-generated recirculation zone. The inner flow is 
premixed fuel and air, while the outer flow is air only. Both 
flows may be swirled either in the same (coswirl) or opposite 
(counterswirl) directions. Lean operation adversely affects 
combustion efficiency. Adjustment of the recirculation zone 
and the conditions in its neighborhood by varying swirl and 
interjet slip velocities in a configuration such as this one seems 
to be a viable method for offsetting the detrimental effects of 
lean operation. The successful demonstration of this concept 
involves varied, elaborate and time-consuming experiments. 
Data over a range of operating conditions are needed in order 
to identify and understand the important fluid mechanical 
and combustion processes operative in the different zones of 
the combustor which determine overall combustor per­
formance, namely the combustion efficiency and pollutant 
emissions. With this understanding, suitable models for the 
combustor operation can be developed to relate, over the 
operating range, performance to inlet conditions. In the 
course of the experiments it is important to develop and verify 
new and existing experimental techniques used in the 
collection of data. 

In the study reported here, exhaust gas temperature, 
velocity, and composition measurements at various radial 
locations at the combustor exit were made and combustion 
efficiencies were calculated for propane fuel in the combustor 
under various outer swirl conditions. These data were 
compared with previous studies with methane firing [18, 19]. 
To keep data analysis times short, a novel gas 
chromatographic scheme was developed and employed for 
composition measurements. A pressure probe was used for 
velocity measurements, and it was found that in situ probe 
calibration is required to account for turbulence effects. 
Certain runs conducted for propane firing were repeated for 
methane firing in order to determine directly the effect of fuel 
substitution on the quantities measured. By comparison of 
data for propane with those for methane it is possible to 
ascertain whether the combustor operation is sensitive to the 
fuel used and whether data obtained for methane fuel can be 
used to characterize combustor operation with practical fuels 
of which propane is more representative. 

A mechanism for combustion is proposed which explains 
qualitatively the changes in efficiency and pollutant emissions 
observed with changing swirl in the present and previous [19] 
studies. Important physical processes determining com­
bustion efficiency are identified. 

Experimental 

The combustor is composed of two co-axial swirling jets 
(Fig. 1). Ambient air supplied to the combustor by a single 
blower is divided into two streams to form the inner and outer 
jet flows for the combustor. The inner jet, 5.1 cm in diameter, 
is premixed fuel and air, and the outer jet, 10.2 cm in 
diameter, is secondary air. Variable swirl in the inner flow is 
obtained by injecting air both tangentially and axially into a 
mixing section approximately five combustor diameters 
upstream of the combustor inlet. Swirl in the outer jet is 
regulated by variable angle vanes with both co- and coun-
terswirl conditions possible. The combustor test section is 
58.3 cm long, 10.2 cm in i.d., and is made of quartz tubing. 
The inner diameter of the test section is the combustor 
diameter (D0). The exhaust gases exit through a 10.2-cm-i.d. 
stainless steel tube section and out through a chimney. 

The fuel, commercial grade propane or methane, is injected 
radially from the inner jet centerline 5D0 upstream of the 
combustor inlet through eight sonic orifices symmetrically 
positioned around the circumference of a 0.95-cm-o.d. 
stainless steel tube lying on the centerline of the flow passage. 
A long reach spark plug is temporarily inserted into the 
combustor test section close to the centerline at the test section 
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Fig. 2 Cylindrical probe for sampling and velocity measurements; 
dimensions: A = 7.9 mm o.d., B = 2.5 mm dia., C = 0.9 mm dia., D = 1.6 
mm dia., E = 1.8 mm dia., F = 7.9 mm 

inlet for the purpose of ignition. The combustor is operated at 
atmospheric pressure without preheat. 

Test Conditions. The nondimensional swirl number for 
the inner or outer jet is given by 

S= uvr2dr/r0 \ u2rdr (3) 

where r, and r0 are the inner and outer radii of the jet under 
consideration, and u and v are the time-mean axial and 
tangential velocities respectively. The swirl number is positive 
as defined. A negative sign is used for the outer-flow swirl 
number under counterswirl conditions. The principal 
operating variables of the combustor are the inner and outer 
swirl numbers (S, and S0), the inner and outer jet flow rates, 
and the fuel flow rate (£>/). The axial velocity ratio (C/,/C/0) is 
the ratio of the volumetric mean axial velocity of the inner jet 
to that of the outer jet. 

Composition, velocity and temperature measurements are 
made at various radial locations at the exit plane (6D0 
downstream of the combustor inlet) for varying outer swirl, 
with the inner flow swirl, inner flow equivalence ratio (</>,), 
and total volume flow rate more or less constant for all the 
runs. The test conditions, including the corresponding angle 
settings of the outer swirl vanes, are listed in Table 1. (0 deg 
vane angle setting corresponds to nonswirling outerflow. Uoa 
and 4>oa are the overall volumetric mean axial velocity and 
equivalence ratio respectively, under nonreacting conditions.) 

Sampling Probe. A water-cooled cylindrical probe 

spanning the diameter of the combustor (Fig. 2) was used to 
withdraw samples and make velocity measurements. A 
sampling hole, two pressure taps (located 59 deg on either side 
of the sampling hole), and a cooling water hole are drilled into 
a solid cylindrical brass center piece. The sample line of the 
probe is connected to the sample train which draws samples 
for analyses. The pressure lines are connected to either end of 
a micromanometer enabling pressure measurements for 
velocity determination as well as for alignment of the probe to 
the flow direction. The probe can be rotated about its axis, 
and when the mean pressures at the two taps are equal, the 
bisector of the angle between the pressure taps is aligned with 
the mean flow direction at the radial location of the taps. 
Radial traverses were made by sliding the probe across the 
exhaust tube diameter. 

The sample line from the probe is divided into two branches 
in the sample train, the chemiluminescent NO^ analyzer line 
and the syringe sampling line. All portions of the sample train 
except for the syringe sampling portion were heated to prevent 
water condensation. After water removal in the syringe 
sampling line by condensation in ice baths, samples were 
drawn into 5-ml gas-tight syringes and stored for gas 
chromatographic analysis. 

Analysis by Gas Chromatography. The objective of the 
analysis was to obtain the relative amounts, on a dry basis, of 
oxygen, nitrogen, carbon monoxide, carbon dioxide, un-
burned propane, and of other possible lower hydrocarbons 
such as ethane, ethylene, and methane quickly and preferably 
with a simple scheme involving a single injection of sample. 

Unfortunately, there is no single column material which 
allows complete separation of all the aforementioned gases 
(including oxygen and nitrogen) in the sample without 
requiring a long time for analysis (50 min or more). In ad­
dition, a few column materials irreversibly adsorb some of the 
component gases. For example, molecular sieve, which is the 
most efficient column to obtain the oxygen/nitrogen split, 
irreversibly adsorbs carbon dioxide. Porous polymers and 
silica gel which allow separation of carbon dioxide are in­
capable of separating oxygen, nitrogen and carbon monoxide 
from each other at room temperature or above. Other 
columns like the Alltech Associates' molecular sieve-poropak 
concentric (CTR) column and Supelco's carbosieve S column 
take nearly 80 and 50 min respectively per sample to give the 
required separation of all the component gases, even with 
temperature programming. It is crucial to keep the analysis 
time short since, otherwise, the total time required to com­
plete the analyses of all the samples collected from various 
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Fig. 3 Sample chromatogram: The numbers on the sides of the peaks 
indicate detector attenuation; the sample injection point (I) and points 
of valve switching to positions A and B are indicated; the time axis is 
compressed between peaks 

radial locations in a single combustor run would be 8 to 9 hr 
by which time substantial leakage of ambient air into the 
syringes would have contaminated the stored samples. 

To overcome all these difficulties, a scheme using two 
columns in series with a four-port switching valve was used. 
After a careful study of the properties of various columns, it 
was found that columns of poropak Q and carbosieve S would 
be most suitable for the purpose. The four-port valve switches 
between two flow arrangements, A and B. In position A the 
two columns are in series and the eluates from the poropak Q 
go through the carbosieve S column. In position B the car­
bosieve S column is bypassed and the eluates from poropak go 
directly to the detector. The gas chromatograph conditions 
are as follows: Column 1: Poropak Q, 1/8 in. x 6 ft, SS; 
Column 2: Carbosieve S, 1/8 in. x 8 ft, 100/120 mesh, SS; 
oven temperature: 50°C for 4 min and programmed at 
25°C/min to 175°C; carrier gas: helium, 47 ml/min; detector: 
thermal conductivity, 270°C, 160 MA, 0.5 MV range; sample 
size: 0.5 ml. 

Figure 3 shows a sample chromatogram obtained under the 
above conditions for a sample withdrawn from the com­
bustor. The sample is injected with the four-port valve in 
position A. A composite peak of air, carbon monoxide, 
methane (if present), and carbon dioxide elutes within 0.8 min 
from the poropak and passes into the carbosieve column. The 
valve is switched to position B at the end of 2 min. Ethylene 
and ethane, which elute in that order at 2.5 min from 
poropak, pass directly to the detector. (Ethylene and ethane 
were not present in the sample and hence are not seen in Fig. 
3.) 

The valve is switched back to position A immediately after 
the elution of ethane (i.e., after approximately 3 min). 
Oxygen elutes from the carbosieve column at about 3.5 min 
(the exact time depends on how long the valve is kept in 
position B), followed by nitrogen and carbon monoxide. The 
valve is again switched at the end of 6 min to position B. 
Propane eluting from the poropak passes directly to the 

detector and can be detected at about 6.8 min. The valve is 
then switched back to position A. Methane elutes from the 
carbosieve at 9.5 min followed by carbon dioxide at 11.2 min. 
The column oven temperature is then reset to the initial 
temperature, 50°C. In this way the entire sample analysis 
including propane, ethane, and ethylene can be done within 12 
min. In addition, the columns are ready for the next sample as 
soon as they cool to the initial temperature. The total cycle 
time is approximately 15 min. 

Based on noise levels and the detector response to the 
species of interest we estimate the minimum detectable 
amounts to be 40 ppm for C02 and approximately 70 ppm for 
the other species. Errors in measured concentrations, as a 
result of inaccuracies in calibration gas samples and in 
reading peak areas (Fig. 3) were estimated, for typical species 
concentrations in the combustor, to be less than ±3 percent 
for all the species. These estimates do not include possible 
error due to air leakage into the syringes. 

NO, NO* Measurements. NO and total NO^ 
measurements were made using the well-established 
chemiluminescence method in conjunction with a N02 to NO 
converter [20]. The chemiluminescent analyzer was con­
structed at Cornell University [21, 22]. All lines in the 
chemiluminescent analyzer system and the sample transfer 
lines are maintained at 323 K by electrically heating with 
nichrome wires to prevent removal of N02 by water con­
densation. To obtain reliable and accurate NO^ 
measurements, preconditioning of the converter is essential 
[23], Hence the converter was conditioned at 1023 K with air 
flow for at least one hour prior to every test run and operated 
at 1023 K. In addition, the entire system including the con­
verter was purged with air between every data point thereby 
ensuring the oxidation of the metal surface of the converter. 
The difference between the NOx and NO readings from the 
analyzer gives the N02 in the sample. 

Velocity Measurements. The pressure taps in the cylin­
drical probe (Fig. 2) are used to find the mean flow direction 6 
with respect to a horizontal reference (see earlier section on 
sampling probe). When the pressures in the two taps are 
balanced the pressure (P59) in either of the taps is measured. 
Subsequently one of the pressure taps is aligned with the flow 
direction to measure the total pressure (Pr)- The difference 
(PT-P59) can be related to the dynamic pressure (PT-PS), 
where Ps is the static pressure, through calibration. The 
calibration was done in an unconfined, nonswirling, low 
turbulent intensity (laminar) jet. The mean total velocity at 
the measurement location can be calculated from the dynamic 
pressure obtained from the laminar calibration and is denoted 
byv,. 

Velocity measurements in turbulent swirling flows using a 
transverse cylindrical probe are affected by stream turbulence 
and swirl in the following manner. Turbulence in the flow 
accelerates the transition of the boundary layer on the surface 
of the probe from laminar to turbulent and moves the 
separation point further downstream on the probe surface 
[24] thereby altering the pressure distribution on the surface 
of the probe. Therefore the calibration of the probe done in a 
laminar flow may not be valid in a turbulent flow. 

Bilger [25] has pointed out the possibility of secondary flow 
along the probe toward the vortex core due to the positive 
radial component of the mean pressure gradient present in 
swirling flows. The effect of the secondary flow is such that 
the velocity measured by the probe actually corresponds, in 
the undisturbed flow, to a radial location displaced ap­
proximately 0.09 of the probe diameter from the 
measurement point to a larger radius [26]. Since the diameter 
of the probe used in this study is small compared to the 
diameter of the combustor, swirl in the flow is not likely to 
cause significant displacements of this type. 
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Since the turbulent intensities in the combustor are high, 
about 10 percent of the mean flow velocity [27], the validity of 
the laminar calibration of the probe for use in the combustor 
was checked. A laser doppler velocimeter (LDV) described by 
Depsky [28] was used to measure velocities in the combustor 
(without the probe in place) and these data were compared 
with velocities measured by the probe. It was found that the 
velocities measured by LDV were about 20 percent lower than 
those obtained with the laminar calibration of the probe. 
Hence the velocity V, has to be multiplied by a correction 
factor fc in order to obtain the correct velocity V. It was 
found tha t / c is a decreasing, nearly linear, weak function of 
Vt alone and is in the range of 0.88 to 0.73 for all operating 
conditions in this study including nonreacting (cold) and 
reacting (hot) flow conditions. Since the/ c . values were not 
found to depend on the swirl condition or the presence of 
temperature gradients in the flow, it can be concluded that the 
presence of swirl and density gradients did not affect the 
measurement of velocity using the cylindrical probe. The 
factor fc accounts for the effect of turbulence and also 
corrects for any probe blockage effects since LDV 
measurements were made without the probe in place and then 
compared with the probe measurements to obtain fc. LDV 
measurements confirmed that the probe accurately measured 
the mean flow direction angle to within half a degree. 

The corrected mean total velocity (V), and the axial (u) and 
tangential (v) components of the mean velocity are calculated 
from 

V=V,fc, u = K c o s 0 a n d y = K s i n e (4) 

Temperature Measurements. An uncoated fine wire 
Pt/Pt-10%Rh thermocouple probe was used to measure 
temperatures. The thermocouple junction was butt-welded 
using 0.127-mm-dia wires and supported with a 6.4-mm-o.d. 
ceramic tube. Mean values were obtained by passing the 
thermocouple output through an analog averaging circuit. 
Corrections for conduction and radiation losses were not 
made. In test cases, it was found that the efficiencies 
calculated from the temperature data increased by 2 percent 
or less when corrected temperatures were used. 

Data Analysis. Average values of temperature and mole 
fraction were obtained on a mass flux weighted basis defined 
by 

X= \ puXlwdr/ pulirrdr (5) 
Jo Jo 

where R0 (= D0/2) is the radius of the combustor and p is the 
local density. It is important that the averaging should be 
done on a mass flux weighted basis since it is the only truly 
representative average in a flow with significant velocity, 
density and concentration gradients. The integrals in equation 
(6) were evaluated numerically using experimental data. An 
error analysis showed that the accuracy of the integration 
procedure was better than ±0.5 percent for the profiles used 
in the calculations. 

Combustion efficiencies were calculated by two methods. 
In the first method a chemical efficiency is obtained 

Xf + Xco(qco/qf) 
vc = y ^ (6) 

where Xf and Xco are the weighted average mole fractions of 
fuel and CO in the exhaust; [F| is the average mole fraction of 
fuel entering the combustor; qco is the heat release per mole 
of CO going to C 0 2 at the inlet temperature Tin, and qt is the 
lower heating value per mole of the fuel at Tin. 

In the second method, a thermal efficiency T)T was 
calculated. 

(measured increase in sensible enthalpy 
flux in the working fluid) 

nr = (7) 
(lower heating value of the fue\)mf 

= He/mfq}, 

where 

He = \0° Pu(j^Y,h^2irrdr (8) 

and 

hi cpidT 
J 'in 

hj is the increase in sensible enthalpy per unit mass of the 
species / in going from temperature Tin to the temperature T, 
and q'f is the low heating value per unit mass of the fuel. The 
kinetic energy terms w2/2 are small compared to the species 
enthalpy changes /;, and therefore are neglected. The values of 
specific heats cpj as functions of temperature were obtained 
from sixth-order polynomials fitted by Prothero [29]. 

Results and Discussion 

Visual Features. The forward portion of the flame has a 
capsule-shell like appearance (see the intense reaction zone 
depicted in Fig. 1). This shell, which is anchored on the 
combustor centerline upstream of the recirculation zone, 
surrounds the recirculation zone as determined by 
measurement [27, 30], Depending on flow conditions the after 
portion of the luminous flame appears as a long cylinder or as 
a short bubble. For coswirl, the visible flame was very long, 
extending even past the sampling station and appearing as a 
long, cylindrical, luminous core in the test section. In ad­
dition, for these cases, the flames were smooth and appeared 
to be less turbulent than in the counterswirl cases, which were 
characterized by greater noise and appeared more turbulent. 
With counters wirl, the flame surface was not smooth but 
broken and showed rapid fluctuations in position indicating 
higher levels of turbulence. The flames for the counterswirl 
cases were larger in diameter, shorter in length than for 
coswirl and appeard as luminous bubbles. Visual features 
were the same for propane and methane firing under the same 
flow conditions. 

Temperature, Velocity, and Composition Profiles. 
Temperature, velocity, and composition profiles for selected 
test conditions are presented in Figs. 4-10. Axisymmetry of 
conditions at the combustor exit has been well established [22, 
31] and, therefore, profiles are presented for only half the 
diameter of the combustor. The composition profiles in the 
figures are presented on a dry basis. 

The following terminology will be used in the discussion. 
"Quenching" refers to the reduction in reaction rates due to 
cooling (thermal quenching) as well as to the freezing or 
stopping of reactions by the decay and removal of active free 
radicals. Quenching occurs due to the "dilution" with cold 
outer air of zones where reactions are occurring. "Primary 
zone" refers specifically to the region close to the combustor 
inlet (up to about 1.5 D0 axial distance from the combustor 
inlet) where most of the combustion is taking place. The 
region downstream of the primary zone will be referred to as 
the "secondary zone." The oxidations of CO to C 0 2 and of 
NO to N 0 2 , which take several milliseconds and are slower by 
orders of magnitude compared to the fuel breakup reactions, 
are significant in the secondary zone. 

Profiles of temperature and velocity are almost identical for 
the corresponding propane and methane cases (Figs. 4 and 5). 
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Composition profiles are also qualitatively similar for the 
corresponding propane and methane cases. A comparison of 
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Fig. 6 Mean temperature and velocity profiles for the 30 deg coun-
terswirl, propane case 

Figs. 4 and 6 shows that the coswirl cases have very steep 
temperature and velocity gradients near r/R0 = 0.5 (Fig. 4) 
compared to the counterswirl cases where the radial variations 
of temperature and velocity are more gradual (Fig. 6). The 
coswirl profiles indicate a hot, high velocity flow confined to 
the center of the combustor bearing out the visual observation 
of a long cylindrical core of hot gases. The steep radial 
gradients of temperature and axial velocity in the coswirl 
cases indicate that turbulent mixing across the combustor is 
poor relative to the counterswirl cases, since turbulent mixing 
is expected to smooth out such steep gradients. 

Figures 7 and 8 show radial variations of species con­
centrations as well as the local equivalence ratio 4>, calculated 
from the ratio of the total carbon atoms to the total oxygen 
atoms in the product species. At the inlet, $ = 0.8 in the inner 
jet and </> = 0 in the outer jet. Therefore, the profile of 0 at the 
exit gives an indication of the extent of mixing between the 
inner and outer jets with the region of rapid variation of <f> 
denoting the mixing layer between the two streams. The 
values of the overall equivalence ratio <$>oa are also shown in 
Figs. 7 and 8. Turbulent mixing is poor in the coswirl cases 
(Fig. 7) with <t> values close to 0.8 near the centerline. The 
mixing layer denoted by arrows in Fig. 7 is correspondingly 
narrow. The 4> profiles for the counterswirl cases are much 
flatter, and the <j> values are close to 4>0a across the entire 
radius of the combustor. Hence the mixing layers are quite 
broad extending from the centerline almost to the wall of the 
combustor in the counterswirl cases. The composition profiles 
also show steep gradients in the mixing layer for the coswirl 
cases compared to gradual variations in the counterswirl 
cases. 

In all the cases unburned fuel and oxygen concentrations 
are low on the centerline due to combustion. Correspondingly 
large concentrations of combustion products, namely CO and 
C02, are found in the central core. The concentrations of CO 
and C02 fall steeply while the concentrations of fuel and 
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oxygen increase across the mixing layer indicating that the 
fuel trapped in the mixing layer is not burned. Fuel con­
centrations fall at the edge of the mixing layer as the wall is 
approached since the outer flow is only air. CO con­
centrations decrease less rapidly than CO2 concentrations do 
in the mixing layer, with a local maximum or point of in-
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flection in the CO profile occurring near r/R0 =0.5, ap­
parently due to quenching of the CO oxidation reactions in 
the mixing layer. 

Profiles of oxides of nitrogen are presented in Figs. 9 and 
10. The NOA. values follow the temperature values closely with 
maximum local values of NOA. occurring in the coswirl cases 
for which the highest temperatures are observed. The im­
portance of quenching in the NO to N 0 2 conversion 
(discussed in the introduction) is clearly demonstrated by the 
profiles in Figs. 9 and 10. In the coswirl cases NOA. is 
predominantly NO in the central core when quenching is 
minimal and temperatures are high, whereas N 0 2 

predominates in the mixing layer due to the quenching of the 
hydrocarbon oxidation reactions which produces excessive 
amounts of H 0 2 . NOA. in the counterswirl cases is almost 
entirely N 0 2 over the full radius due to the increased mixing 
and quenching in the secondary zone in the counterswirl cases. 

Allen [32] has pointed out the possibility of N 0 2 formation 
in the sampling probe when sampling from combustion zones, 
due to quenching in the cool probe. In our study, sampling 
was done at the exit, far away from the combustion zone, 
where the temperatures are low, especially for counterswirl 
cases. Moreover, we did not measure a high percentage of 
N 0 2 in coswirl cases though the core temperatures were high 
and the flames extended past the sampling station, conditions 
under which probe-formed N 0 2 can be expected. Hence the 
N 0 2 measured in our study is real and not formed in the 
probe. 

Table 2 shows that [CO]/[C02] and [N0 2] / [NOJ fractions 
(the overbars indicate mass flux weighted averages) are higher 
in counterswirl cases compared to coswirl due to increased 
quenching of hydrocarbon and CO oxidation reactions in the 
secondary zone as a result of greater mixing in the coun­
terswirl cases. Overall, the [NOx] levels are low as expected 
for lean premixed combustion with the coswirl cases showing 
slightly higher values due to higher core temperatures. 
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The increased turbulent mixing in going from co- to 
counterswirl may be accounted for by two mechanisms: First, 
the tangential slip velocities across the interjet shear layer are 
increased in going from co- to counterswirl increasing tur­
bulence generation and second, swirl in the presence of large 
positive radial density gradients suppresses turbulence 
production which in turn dampens the turbulent exchange of 
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Fig. 11 Chemical and thermal efficiencies for the different outer-swirl 
conditions under propane and methane firing in the present study 
compared with those in Yetter's [19] study 

mass and momentum between the two jets. Thus reduced 
interjet shear and high overall swirl levels significantly reduce 
turbulent mixing for coswirl relative to counterswirl. 

Additional temperature, velocity, and composition data for 
this combustor have been obtained (see Table 1) which give 
further support to the observations made in this section. They 
are presented and discussed by Anand [31] but are not 
reported here in the interest of brevity. 

Efficiencies. Combustion efficiencies are quite low (Fig. 
11) since a substantial amount of fuel is trapped in the mixing 
layer and remains unburned due to dilution and the resultant 
quenching of reactions in this layer. A significant observation 
is that, in spite of obvious differences in temperature, velocity 
and composition profiles and mixing trends between the 
different co- and counterswirl cases, the measured efficiencies 
are nearly the same for all cases. Efficiencies for methane 
firing also are close to the efficiencies for propane firing and 
do not change with outer swirl. This trend of nearly constant 
efficiency with outer swirl is in contradiction to the ob­
servations of Yetter [19] for methane firing who observed an 
increase of efficiency in going from counter- to coswirl (see 
Fig. 11) in the same combustor under very similar operating 
conditions. The value of inner swirl number in the study by 
Yetter [19] (S,= 0.523) is only slightly different from 
5, =0.495, the value in the present study, with the outer flow 
swirl vane settings being identical in the two studies. 
However, even a small change in St appears to affect the 
combustor operation substantially. A mechanism for the 
combustor operation is proposed in the following section to 
explain this sensitivity. 

It is apparent from Fig. 11 that the calculated thermal 
efficiencies are much lower than the chemical efficiencies for 
each case. The thermal efficiencies are obtained from sensible 
enthalpy flux estimates based on the exhaust data and it has 
been shown [31] that estimated heat loss from the uninsulated 
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Fig. 12 Reverse flow regions, mean CH radiant emissions maxima (o) 
and peak axial velocity (A) regions near the inlet for the high co- and 
counterswirl cases; regions of half maxima CH emissions {a) and of 
large radial gradients of mean axial velocity (I) are also indicated 

quartz test section of the combustor can account for the 
observed differences in the two efficiencies. 

Combustion Mechanism. The following mechanism for 
combustor operation which builds on earlier work [30] is 
proposed in order to explain our efficiency measurements as 
well as those of Yetter [19]. It is hypothesized that the major 
combustion reactions occur in a turbulent reaction sheet, on 
the order of a centimeter thick and similar in structure to the 
reaction zone of a premixed turbulent flame. This reaction 
zone is anchored on the combustor centerline upstream of the 
recirculation zone. Chemiluminescent emission measurements 
of CH [30] and velocity measurements [27] for conditions 
very similar to those of the present study have established the 
shape and location of the reaction zone relative to the 
recirculation zone. In Fig. 12, the locations of the reverse flow 
zone and the reaction zone are presented for methane firing 
with co- and counterswirl. Circles indicate local maxima in 
mean CH emissions, while the squares indicate points of half 
maxima emissions. The curves near the centerline give the 
boundaries of the reverse flow (negative mean axial velocity) 
region. 

Combustion efficiency depends upon the ability of the 
reaction zone (referred to as "flame" in the following 
discussion) to propagate outward, crossing streamtubes while 
being converted downstream. The factors affecting this 
ability are (1) inlet turbulence levels, (2) local mean velocities, 
(3) turbulence generation in the region through which the 
reaction zone passes, and (4) the local equivalence ratio in 
these regions. For the purpose of this discussion three zones 
are identified (Fig. 12) in the combustor. Different com­
binations of these factors influence flame propagation in each 
of the three zones. 

Upstream of the recirculation zone, in zone 1, inlet tur­
bulence and the mean flow pattern are the important factors. 
Turbulence levels significantly affect flame propagation, and 
in this region of flame stabilization higher inlet turbulence 
levels will give higher flame propagation rates. The work of 
Moreau and Borghi [33] shows that the influence of inlet 
turbulence on flame propagation can be quite dramatic. 
Flame propagation across streamtubes in this zone depends 
also on local turbulence generation which in turn is influenced 
by mean flow patterns which depend on the location and size 
of the recirculation zone. We note that if the local mean 

velocities are high compared to the flame speed the reaction 
zone will be nearly parallel to stream surfaces. 

In zone 2, which is the region adjacent to the recirculation 
zone, turbulence generation and dissipation by mean flow 
shear and other mechanisms such as dilatation and pressure-
velocity-density interactions alter local turbulence levels 
significantly from inlet levels and local flame propagation 
rates will depend heavily on the turbulence generated by these 
processes. As in zone 1, the mean velocity field also affects 
flame propagation. The triangles in Fig. 12 indicate points of 
local maxima in mean axial velocity in the combustor and the 
vertical lines delineate regions of large radial gradients of 
mean axial velocity. This shear layer is caused by the ac­
celeration of the flow around the recirculation zone and by 
combustion induced flow acceleration [27]. It is evident from 
Fig. 12 that for both co- and counterswirl, the reaction zone is 
limited in its radial propagation in zone 2 to this shear layer 
and does not reach the interjet mixing layer. The contribution 
of zone 2 to efficiency is determined by the progress of the 
flame in crossing streamtubes in this shear layer. Higher mean 
velocities in the region of shear flow around the recirculation 
zone cause the flame to lie more parallel to streamtubes, while 
increased turbulence in this region due to mean flow shear and 
other turbulence generating mechanisms will increase flame 
speeds and in turn the angle of the flame with respect to the 
streamtubes. The latter effect should increase efficiency while 
the former reduces it. The mean axial flow patterns around 
the recirculation zone in zone 2 for co- and counterswirl cases 
are similar [27]. However, the local turbulence levels in this 
region are higher for counterswirl than for coswirl since 
suppression of shear generated turbulence due to interactions 
between density fluctuations and swirl is lower because the 
tangential velocities in this region are lower for counterswirl. 
Hence it is expected that the radial propagation of the flame 
across streamtubes is greater for counterswirl than for coswirl 
in zone 2. 

Downstream of the recirculation region in zone 3, in ad­
dition to the mean velocities and the turbulence levels, 
variations in local equivalence ratio become increasingly 
important. Mixing between the outer air flow and the central 
jet dilutes the mixture at the edges of the central jet. Thus as 
the flame propagates radially toward the interjet layer it 
encounters in a time mean sense progressively weaker mix­
tures and ultimately the mixture is so weak that the flame is 
extinguished. Under counterswirl as opposed to coswirl, 
turbulence generation in the interjet mixing layer is large due 
to shear in the tangential velocity and there is less turbulence 
suppression by interactions between density gradients and 
swirl. Thus dilution of the central stream is more rapid in 
counterswirl, and the flames are shorter extending only to 
about x/D0 = 1.5. With coswirl the opposite is true and 
dilution is much slower and the flame correspondingly much 
longer, extending beyond the exit of the test section. It is 
evident that for coswirl radial flame propagation occurs 
throughout zone 3. However, propagation across streamtubes 
is slow due to the high mean velocities present which cause the 
flame to lie nearly parallel to the stream surface. Thus the 
contribution of zone 3 to the overall efficiency is higher in 
coswirl than counterswirl but the difference is not in 
proportion to the additional apparent reaction zone volume. 

Thus overall combustion efficiency is determined by the 
summation of effects of different flow and combustion 
characteristics in the different regions of the test section. For 
instance, it is seen that in zone 2 more fuel is likely to be 
burned in the counterswirl cases than in the coswirl cases, 
while the converse is true in zone 3. It so happens that in our 
study the amounts of fuels burned in the three zones add up to 
approximately the same amount for all the outer swirl con­
ditions studied resulting in a similar efficiency in all cases. 
This apparent insensitivity of efficiency to outer swirl is the 
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result of a fortuitous balance of the various factors and is not 
an inherent characteristic of the combustor. Even a slightly 
different set of operating conditions is likely to alter this 
delicate balance making the efficiency sensitive to outer swirl. 
The results of Yetter [19] show an appreciable increase in 
efficiency in going from counter- to coswirl. Yetter [19] had a 
slightly larger inner swirl number, and in photographs of the 
flames in his study the central recirculation zone appears 
larger and the radial propagation of the flame in the coswirl 
cases is seen to be greater than in our study, resulting in higher 
efficiencies. The combustor appears to be very sensitive to 
small changes in operating conditions, the inner swirl in 
particular.' Relatively small changes in conditions can lead to 
large relative changes between the different factors affecting 
combustion efficiency, and therefore accurate predictions of 
combustion efficiency are difficult to make. The important 
conclusion to be drawn from these measurements is that 
combustion efficiency depends on a number of factors all of 
which must be accounted for in any model or correlation 
which would be used to predict combustion efficiency. 

The proposed combustion model can also explain the great 
similarity between the data for methane and for propane 
firing. Methane lacks a carbon-carbon bond, and its ignition 
characteristics are quite different from those of other 
hydrocarbons. Because of these differences many in­
vestigators believe that propane rather than .methane should 
be used in combustion studies requiring gaseous fuels because 
it is chemically more representative of practical hydrocarbon 
fuels. In our measurements we see no differences between the 
fuels. 

The hypothesis of a thin instantaneous flame sheet type 
reaction zone implies that the time scales of reaction are much 
smaller than the turbulent time scales and that turbulent 
transport is the dominant factor in determining the 
propagation speed of the flame. Dandekar and Gouldin [34] 
report turbulent flame speed data for lean methane-air and 
propane-air mixtures for different turbulent flows. They find 
nearly identical flame speeds for identical turbulence con­
ditions, mean velocity, and mixture strength for the two fuels. 
Thus the mechanism of combustion proposed here with its 
thin flame picture predicts little difference between methane 
and propane firings for combustion efficiency and other 
integral characteristics. Important differences in the in­
stantaneous structure of the two flames may exist, but they do 
not affect the gross characteristics of combustor operation. 
The same conclusion can be extended to other combustors in 
which reactions occur in thin sheets and turbulence plays a 
dominant role. Justification for the extension is provided by 
the fact that though the configuration of the combustor in 
[34] (a premixed, nonswirling, rod-stabilized combustor) is 
quite different from the combustor in the present study, the 
conclusion with regard to fuel substitution between propane 
and methane is the same because of reasons mentioned above. 

The oxidation of CO and formation of N 0 2 proceed slowly 
compared to fuel breakup reactions. Hence, amounts of CO 
and N 0 2 in the exhaust relative to the amounts of C 0 2 and 
NOv respectively are determined by the extent of mixing and 
quenching in zone 3. The high temperatures in the central core 
and the reduced quenching due to the poor mixing across the 
combustor in the coswirl cases allow the rapid conversion of 
CO to C 0 2 in the central core. Hence the ratio of CO/C0 2 on 
the centerline and the overall ratio [CO]/[C02] are lower 
for coswirl (Fig. 7, Table 2) than for counterswirl (Fig. 8). 
Note that the major cause of low efficiency is the quenching 
of fuel reactions and not the quenching of CO oxidation. The 

Exploratory measurements performed by us showed that minor adjustments 
of the butterfly valve controlling the inner swirl causes changes in the mean 
temperature on the centerline at the exit of the order of 150 K. This experiment, 
done for the moderate coswirl case, supports the conclusion that combustor 
efficiency is very sensitive to inner swirl. 

large fractions of N02/NOA. in the counterswirl cases (Fig. 10, 
Table 2) are a result of the increased quenching of the 
hydrocarbon oxidation reactions in zone 3 promoting the 
formation of excessive H 0 2 which oxidizes NO to N 0 2 . 

Summary and Conclusions 

The results reported in this paper in combination with 
results from other studies with the swirl combustor lead to the 
following major conclusions. 

The exhaust from the combustion of propane is free from 
lower hydrocarbons such as ethane, ethylene, and methane. 
There is no difference in observed properties for propane and 
methane firing; the use of either of the fuels results in nearly 
the same exit temperature and velocity profiles and the same 
efficiency for a given operating condition. 

Practically all the combustion occurs in the region close to 
the combustor inlet (zones 1 and 2) in a thin, turbulent flame 
sheet. Turbulent mixing in the combustor is enhanced in going 
from coswirl to counterswirl due to increased shear and 
reduced tangential velocity levels. Large fractions of CO/C0 2 

and N 0 2 / N O x are found at the exit as a result of quenching in 
zone 3 due to mixing and dilution from the outer air, 
especially in the counterswirl cases. The NOv levels in the 
exhaust are low as a result of lean premixed combustion. 

Combustion efficiencies in the present study are low and 
constant with varying outer swirl. A mechanism for com­
bustor operation is proposed which suggests explanations for 
the constant efficiencies observed in the present study as well 
as the increases in efficiency in going from counter- to coswirl 
observed by Yetter [19]. Important processes and flow 
characteristics considered significant to determining ef­
ficiency are identified and discussed. Combustion efficiency 
depends on the extent of lateral flame propagation across 
mean flow streamtubes which in turn depends on many 
factors. The interplay of all these factors on flame processes 
and combustion efficiency can be quite complex and will be 
difficult to predict in a combustion model. We expect that the 
efficiencies of other premixed, prevaporized combustors are 
similarly dependent on a number of interrelated processes 
equally difficult to model. 

It is evident that combustor operation is very sensitive to 
even small changes in the inner swirl number. As a practical 
matter, such sensitivity is undesirable in practical devices. It is 
therefore necessary to study, for varying outer swirl con­
ditions, the effect of changes in inner swirl on the charac­
teristics determining efficiency in an effort to develop 
modified designs with high combustion efficiency which are 
devoid of extreme sensitivity to small changes in operating 
conditions. 

Regarding the experimental aspects of this study, a novel 
chromatographic column arrangement was used to separate 
successfully and rapidly combustion products of propane, 
oxygen, nitrogen, and light hydrocarbons up to propane in 
less than fifteen minutes. In situ calibration of the pressure 
probe was necessary to correct for turbulence effects in 
velocity measurements. The use of laminar probe calibration 
data to make turbulent flow measurements with a pneumatic 
probe should be used only as a last resort and the data should 
be interpreted with care. 
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Influence of Gas Turbine 
Combustor Design and Operating 
Parameters on Effectiveness of 
NOx Suppression by Injected 
Steam or Water 
Steam or water injection has become the state-of-the-art abatement technique for 
NOx, with steam strongly preferred for combined-cycle application. In combined-
cycle plants, the degradation of the plant efficiency due to steam injection into the 
gas turbine combustor provides a powerful incentive for minimizing this flow over 
the entire plant operating map. This paper presents the results of extensive tests 
carried out on a variety of gas turbine combustor designs. Both test stand and field 
test data are presented. The usual fuel in the tests is methane; however, some data 
are presented for combustion of No. 2 distillate oil and intermediate Btu gas fuel. 
Similarly, the usual inert injected is steam, but some water injection data are in­
cluded for comparison. The results support the conclusions: 1. Steam and water 
injection suppress NOx exclusively through thermal mechanisms, i.e., by lowering 
the peak flame temperature. 2. Design changes have little effect on NOx suppression 
effectiveness of steam or water in jet-stirred or swirl-mixed combustors. 3. Primary 
zone injection of steam in methane-fueled, jet-stirred combustors is equally ef­
fective whether the steam enters with an air stream or with the fuel stream. 4. 
Water-to-fuel ratio corrected to equivalent energy content correlates NOx sup­
pression effectiveness for turbulent diffusion flame combustors. 

Introduction 
The regulatory environment for gas turbine emissions has 

grown more complex in recent years. In the United States, 
limitations on the magnitude of emissions have been stable 
but the range of operating conditions over which the 
regulations are applied has broadened. In the Japanese 
market, pressure on the magnitude has been extreme and 
virtually all operational states of the gas turbine (including 
startup) are regulated. Further, in the U.S. cogeneration 
market and the Japanese market, the trend is toward efficient 
base-loaded, combined-cycle installations. 

Steam or water injection has become the industry standard 
for meeting NOx regulatory limits in the U.S. and overseas 
markets. Domestic regulations can be met, in general, with 
this mode of abatement alone, but Japanese standards can be 
achieved only through a combination of steam/water in­
jection and exhaust denitrification. 

In the U.S. the most stringent requirements are the 
California cogeneration market where levels of 45-50 ppm 
actual NOx may be required. Achieving these levels requires 

Contributed by the Gas Turbine Division and presented at the Joint Power 
Generation Conference, Toronto, Ontario, Canada, September 30-October 4, 
1984. Manuscript received by the Gas Turbine Division June 5, 1984. Paper No. 
84-JPGC-GT-3. 

PRIMARY ZONE DILUTION ZONE COMBUSTION 

Fig. 1 Standard GE heavy-duty combustion system 

water-to-fuel ratios in the range of 0.8 to 1.0. In Japan, total 
plant exhaust NOx levels below 5 ppm may be mandated. 

Although extremely effective, the use of steam/water in­
jection has the following disadvantages: 

1 Plant heat rate is degraded 
2 Parts life is lessened due to increased combustor pressure 

pulsations 
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3 Water treatment costs are an economic penalty 
4 System complexity is increased 
5 NOx control steam/water is lost from the cycle 
Obviously, there are strong incentives to minimize the 

amount of steam/water injected, consistent with achieving the 
abatement goals, i.e., to maximize the effectiveness. 

This paper describes the results of a study undertaken to 
maximize the effectiveness of steam in abating NOx. 
Modification of the injection mode or injection location in a 
standard combustion system was the first line of in­
vestigation. The second line of investigation was to charac­
terize steam effectiveness in combustors of different designs. 
In particular, designs which had significantly different 
"effective" equivalence ratios and/or mixing schemes were 
investigated. After the study is described, results comparing 
steam with water injection in combustors of the same design 
are presented, and the effect of fuel type on steam/water 
effectiveness - again in combustors of the same design-is 
discussed. The surprisingly weak dependence on injection 
mode and design is noted. The thermal nature of steam versus 
water injection effectiveness and fuel composition is 
discussed. Finally, these results are compared with others 
found in the literature and assessed in light of simple models. 

Conventional Combustors 
The combustor chosen for this investigation was the 

combustion system for the GE MS7001E and MS9001E gas 
turbines. Both of these are single-shaft, constant-speed 
generator drive units. The latter is a scaled version of the 
former for 50 Hz power generation. By employing 14 com­
bustors in the MS9000 versus 10 in the MS7000, essentially 
identical combustor inlet conditions are maintained. The 
combustion system is shown schematically in Fig. 1. Steam is 
injected radially inward through eight simple jet nozzles 
toward the swirler. However, some of the steam probably 
enters through the metering holes in the cowl and cooling 
louvers in the cap. The primary zone of this combustor is 
stirred by jets entering through the main combustion holes 
and stabilized by the swirler concentric with the fuel nozzle. In 
the standard nozzle, gas fuel enters the combustor through 
jets between the swirler vanes so that at least some of the 
steam contacts the gas fuel well before combustion is 
initiated. The standard water injection fuel nozzle is shown in 
Fig. 2. It is very similar to steam injection in that most of the 
water enters through the swirler, but some may enter through 
the cap/cowl. 

The RNO ratio (NOx with steam injection divided by 
unbated NOx) when burning methane for this system is shown 
in Fig. 3 for a variety of fuel-to-air ratios and inlet tern-
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Fig. 4 Schematic of intermediate Btu gas fuel nozzle 

peratures. For comparison, RNOx derived for a simple 
kinetic model, assuming the Zeldovich mechanism [1] and 
equilibrium atomic oxygen, is also plotted in Fig. 3. As ex­
pected, the practical abatement is much less than the 
theoretical. The explanation for this disparity was thought to 
be straightforward, with the major factors being: 
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1 Gross bypassing of the flame by steam 
2 Insufficient and/or unequal mixing of the steam and fuel 

prior to combustion 
3 Steam wastage due to cooling very lean portions of the 

flame which produced insignificant NOx 
Mixing steam with fuel was the simplest suggestion for 

eliminating bypassing and ensuring complete mixing. Also, if 
the view that each fuel and air parcel must pass through 
stoichiometric in a diffusion flame were strictly true, then 
wastage due to cooling lean areas would be eliminated as well. 
Results which strongly supported all of these conclusions had 
been reported by Krockow [2]. Therefore, a system for mixing 
steam and fuel upstream of the fuel nozzle was constructed 
and installed. A fuel nozzle designed for greater volume flow 
of a wet intermediate Btu (IBtu) gas was chosen for testing. 
This nozzle is shown schematically in Fig. 4, and is described 

in detail by Savelli and Touchton [3]. Air enters through a 
radial swirler and is mixed with the fuel and steam mixture 
prior to entering the combustor. Because of the geometry, 
more swirler air is admitted than with the standard design, 
and some aspiration of air by the fuel and steam mixture takes 
place. The IBtu fuel nozzle is also designed to be used with a 
standard combustion liner (or sleeve) and to accommodate 
standard "head end" steam injection. 

Far from agreeing with the kinetic predictions, the results 
of testing with this fuel nozzle were so surprising that a 
standard fuel nozzle was modified to accept the greater flow 
rate, and the test points were repeated with this hardware. 
Finally, a test was run using the IBtu nozzle with steam in­
jected through gas passages and methane injected through the 
oil atomizing air passages. The idea here was to "blanket" or 
interleave the air/steam/fuel so that the fuel was forced to 
diffuse through the steam to the oxidant. This approach had 
been suggested by Heberling [4]. 

RN0 values for the conventional and IBtu fuel nozzle tests 
are shown in Fig. 5. The salient feature of this plot is the lack 
of any dramatic improvement in steam effectiveness from 
mixing with the fuel or interleaving. The mixed or interleaved 
effectiveness is improved by approximately 16 percent at a 
steam-to-fuel ratio of 1:1 with respect to the IBtu nozzle with 
standard steam injection. Compared to the standard com­
bustion system the reduction at the same injection ratio is only 
7 percent. Also, it is clear from these plots that there is no 
significant abatement difference between head end steam 
injection and mixed steam and fuel for the conventional 
system. These results show conclusively that the disparity 
between the kinetic model and practical results is not due to 
lack of mixing between steam and fuel. These results also 
suggest that the primary combustion zone is-at the 
macroscale - well mixed. However, the resuls of Tumanovskii 
[5] indicated that an optimum split of injected steam between 
combustion air holes and head end swirler might exist. 
Further tests were done to explore this avenue. 

A series of tests utilizing a scaled version of the standard 
combustor was run to further investigate its primary zone 
characteristics. The combustor was scaled aerodynamically by 
maintaining the same relative flow splits. Geometrically, it 
was scaled on an equal length-to-diameter basis. The diameter 
was reduced to 20.3 cm from 35.6 cm. The fuel nozzle used 
was designed for a 25.4-cm-dia combustor so its scaling was 
fairly close. The tests were run in a rig which has been 
described in detail [6]. Most tests were run at reduced pressure 
for economy, but a check verified that a.p'A dependence was 
followed. The uncontrolled NOx emissions for the scaled 
combustor compared well with mean results for the full-sized 
combustor. 

Steam was injected into this combustor in four different 
locations in an attempt to introduce it into the flame at dif­
ferent temporal stages in the combustion. First, it was injected 
through the swirler (head end), contacting the fuel prior to 
initiation of combustion. Then it was introduced into the 
first, third, and fourth primary zone holes, which are located 
0.38, 0.63, and 0.81 combustor diameters, respectively, 
downstream from the cowl plate. The objective was to in­
troduce the steam in successively later stages of the postflame 
zone, where it was felt an optimum might be reached at a time 
of peak NOx production. The RN0 results from this in­
vestigation are compared in Fig. 6 with the previous full-scale 
results. The agreement is good with the exception of one data 
point for head end injection. Most striking is the relative 
effectiveness of steam injected via the primary combustion 
holes. Far from reaching an optimum, the effectiveness of 
steam injected into the first row of holes is equal to that of the 
conventional system, while effectiveness is essentially zero for 
injection via the third and fourth row of holes. These scaled 
results also confirm that head end and mixed steam ef-
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Fig. 8 Rich-lean combustor 

fectiveness are essentially equivalent and further show that 
primary zone injection through the first row of air holes is 
equivalent to both. This equivalence clearly proves that the 
primary zone may be considered well mixed insofar as NOx 
production is concerned. 

Design Influences on Steam Injection Effectiveness 

Design influences, in the context of the present paper, are 
those factors which change the gross equivalence ratio of the 
combustor and/or the gross mixing in the combustor. Of 
course, these design features are intended to change the small-
scale characteristics of the flame. One speaks of "leaning the 
reaction out," "mixing times short compared to ignition," 
"quick quench," and the like. However, it is a universal 
observation that such statements are more easily uttered than 
effected. Therefore, in choosing candidates for screening, the 
major criterion was that some difference in NOx production 
characteristics had been exhibited by the combustion system. 
This ensured that the effective combustor parameters had 
been altered. 
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Full Scale Testing of Alternate Designs 
The two designs chosen for full-scale testing were a fuel 

nozzle and cap/cowl design developed for a low-energy gas 
fuel (low Btu) [7] and a rich-lean combustor. Both of these 
combustion systems had shown NOx reductions in earlier 
testing, indicating some change in the actual flame charac­
teristics. The low-Btu fuel nozzle and cap/cowl are shown in 
Fig. 7. The pertinent features are the use of counterswirhng 
fuel and air streams and an air swirler with 1.8 times the 
effective area of the standard swirler. It should be noted that 
the low Btu nozzle was designed for application to a corn-
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bustor 25.4 cm in diameter. It was fitted to the 35.6-cm-dia 
standard combustor via a transition section. The only 
modification to the fuel nozzle was restricting the fuel swirler 
area. The rich-lean design shown in Fig. 8 was originally 
developed for No. 2 distillate. The combustor incorporates a 
rich first stage, a high-velocity throat, and a lean second 
stage. The object is to prevent combustion at stoichiometric 
conditions and, therefore, reduce NOx production. It was 
used without modification to burn methane fuel in this 
program. Figure 9 shows the uncontrolled NOx emissions for 
these two designs compared to the mean values for the 
standard system. 

The emissions of the low-Btu fuel nozzle are lower than 
those of the standard system for high temperatures, while the 
rich-lean combustor exhibits lower emissions at high tem­
peratures and higher emissions at low temperatures. The 
RNO plots for the low-Btu nozzle and the rich-lean system 
(Fig. 10) show that the low-Btu system for steam/fuel mixture 
has essentially the same effectiveness as the standard. The 
rich-lean system shows a weak interaction with combustor 
equivalence ratio. The high-load condition (high fuel flow) 
effectiveness is inferior to the conventional system. At low 
load conditions the effectiveness is improved, but the im­
provement is more than offset by the higher emissions. The 

end result is an increase in steam required for a given NOx 
level across the load range. 

Reduced Scale Testing of Alternate Designs 

A reduced scale, rich-lean combustor originally designed 
for MS7000 baseload inlet conditions (Concept 2-5 of [6]) was 
tested for steam injection effectiveness. Its RNO values are 
shown in Fig. 11. An interesting feature of this test was the 
injection of steam into the quench section. The results indicate 
that a significant amount of NOx is being formed in the first 
stage in spite of its overall rich equivalence ratio. This is 
probably due to the diffusion (rather than premixed) nature 
of the flame in the first stage. Therefore, these results suggest 
that a successful rich-lean concept would need to incorporate 
a prevaporize/premix section. The effectiveness of steam/fuel 
mixing is essentially equivalent to that of the IBtu combustor 
for high load conditions. 

Fuel Composition Influence on Steam Injection Ef­
fectiveness 

Figure 12 shows RNO steam injection values of the IBtu 
nozzle for methane, and the IBtu test fuel (Table 1). The open 
symbols are plotted against steam-to-dry fuel mass ratio. The 
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symbols half filled above are plotted against steam divided by 
mass of dry fuel for heat release equivalent to methane. The 
symbol half filled below is plotted against steam divided by 
the mass of dry fuel stoichiometric products with a heat 
content equal to methane stoichiometric products. The two 
methods of correction agree closely, and the corrected points 
agree (to within experimental error) with the RNO results for 
a methane steam mixture. Thus, for conventional diffusion 
flame combustors operating on gaseous fuels within the range 
of steam-to-fuel ratios practical for NOx control, the effect of 
the fuel type may be taken into account simply by considering 
the energy content of the dry fuel or, what amounts to the 
same thing, the energy content of the stoichiometric products. 
Since the heating value of methane is 18-20 percent greater 
than No. 2 distillate we expect that an 18-20 percent greater 
steam-to-fuel ratio for methane would be needed to produce 
an equivalent NOx reduction. Another way to see this is to 
note that Fig. 13 shows that an 18 percent greater steam or 
water-to-fuel ratio is needed for methane to produce equal 
flame temperature reduction. 

Figure 14 shows that, in practice, natural gas and No. 2 
distillate have essentially the same effectiveness as a function 
of steam-to-fuel ratio. Therefore, it is clear that injector 
geometry, droplet burning, mixing, and the like influence the 
NOx abatement seen with liquid fuel. An investigation of 
these influences is beyond the scope of the present study, but 
some data from the literature are discussed below. We expect 
that all but the very fine details of NOx abatement by 
steam/water injection will be explained by considering the 
thermal effects of the injectant upon the stoichiometric 
products of the combustion. Thus, more intimate mixing of 
No. 2 distillate and the injectant should result in up to 18 
percent greater effectiveness. 

Water Versus Steam Injection Effectiveness 

Simple thermal arguments predict that the steam required 
for a given reduction in flame temperature - and therefore 
NOx - should be a constant times the water required. Figure 
13 shows this ratio to be approximately 1.62. In Fig. 15, RN0 

values for steam and water injection have been plotted against 
equivalent water-to-fuel ratio, computed using the 1.62 
factor. Note that for clarity, only RNO values for baseload or 
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Fig. 16 Injection steam effectiveness - literature values 

greater combustor exit temperatures have been plotted. The 
correlation using equivalent water-to-fuel ratio is excellent, 
confirming the thermal nature of the abatement process. 

Comparison With Other Research 

Steam injection results from the present study are com­
pared in Fig. 16 with those obtained in tests of heavy-duty and 
aero-derivative industrial gas turbines. The BST results are 
for a can-type combustion system and agree with the present 
study. Slightly greater effectiveness is shown by the LM5000. 
This effect is probably due to the higher inlet temperatures 
and pressures of this engine. The high-pressure combustor of 
the GT100 shows very low effectiveness (although greater 
than that of water injection), as shown in Fig. 17. This may be 
explained by the low combustion efficiency [8]. The KWU silo 
combustor results show: (1) much greater abatement for 
equivalent steam-to-fuel levels; and (2) close agreement with 
calculations from simple kinetic models. These results are 
attributed by Krockow to the method of steam injection, 
which is steam/fuel mixing [2, 9]. As the present study and the 
work of Bahr and Lyon [10] clearly show, mixing the steam 
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Fig. 17 Water injection effectiveness - literature values 

and fuel does not result in agreement with kinetic calculations 
for jet-stirred combustors. However, the degree of abatement 
observed with steam/fuel mixing in jet-stirred combustors is 
consistent with that calculated from measured sensitivity to 
stoichiometric flame temperature variation [11, 12]. This 
implies that the deviation from kinetic predictions shown by 
the jet-stirred combustors is due to inadequate model 
assumptions. Assuming equilibrium atomic oxygen con­
centration and disregarding prompt NOx are especially 
suspect. 

Figures 17 and 18 compare the water-injected RN0 results 
from the present work with results from heavy-duty gas 
turbine combustors and aero-derivative gas turbines 
respectively. The heavy-duty combustor data fall into two 
broad groups: the GT100 data and all else. The GT100 data 
demonstrate that design may exhibit a strong negative in­
fluence on water injection effectiveness. In this case (as noted 
above) the water injection effectiveness is lower than that of 
steam. The GTE-150 data show that, even if the primary zone 
cannot be considered well mixed, an optimum injection mode 
can be found. When only the combustion hole plus swirier 
injection data for the GTE-150 are considered, the second 
data set groups quite closely - especially at water-to-fuel 
ratios less than 1.2. This is in spite of the range of test con­
ditions, fuel, and designs. A final observation is that all the 
multiple can combustors exhibit less than exponential ef­
fectiveness for water-to-fuel ratios greater than 1.0, although 
the close contact between water and liquid fuel for the 
W35MW delays this upturn. Water is injected through the 
atomizing air passages, which are used for atomization at 
start-up only. The large single combustor of the BBC-11 
shows no upturn and is exponential to a residual NOx of 
approximately 14 percent of the original. 

LM2500 RN0 results are compared with the present work 
in Fig. 18. In general the effectiveness is better for the 
LM2500 than the standard GE heavy-duty combustor. This is 
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Fig. 18 Water injection effectiveness - aero derivative 

probably due in part to the higher combustor inlet tem­
perature and pressure. Note that for this combustor RNO is 
sensitive to fuel nozzle details. The dual fuel nozzle methane 
and diesel results agree fairly well with the thermal 
arguments - that is, about 15 percent more water is needed for 
natural gas to reach the same abatement. Another observation 
is that effectiveness for diesel increases as water and fuel are 
more intimately contacted prior to combustion. As is the case 
for steam injection, the data agree reasonably well with the 
present study. 

In summary, the most outstanding feature of the steam and 
water injection from the literature is the narrow range of 
effectivness seen for many different designs and test con­
ditions for water-to-fuel ratios up to 1.0. This result is true for 
both distillate and natural gas fuel. The RNO values give only 
one part of the picture and caution must be exercised when 
comparing different designs for which the unabated NOx 
values differ widely. The water-to-fuel ratio necessary to 
achieve a given level of NOx provides a more practical figure 
of merit for applications, but does not give as much insight 
into the processes as the RNO plot. 

Summary and Conclusions 

The detailed discussion of the paper may be summarized as 
follows: 

1 Steam or water injection suppresses NOx formation by 
depressing peak flame temperatures. Other effects such as 
altered mixing are negligible. Further, the greater ef­
fectiveness of water over steam injection is explained by the 
latent heat of vaporization of water. 

2 The combustor primary zone of jet-stirred, swirl-
stabilized combustors, such as the production designs shown 
above, is "well stirred" in a macroscopic sense in that steam 
entering with the air or fuel is equally effective in reducing 
NOx. This is consistent with the "two-zone" model of Vulis 
[16]. 

3 Gross combustor parameters such as swirl, overall 
equivalence ratio, inlet temperature, etc., are observed to 
weakly influence NOx abatement effectiveness consistent with 
the stoichiometric diffusion flame picture. 

4 The postflame model with an effective equivalence ratio 
for NOx formation near stoichiometric explains the ob-
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servation that abatement by steam or water injection is almost 
entirely a function of the chemistry of the flame. Differences 
in abatement for different gaseous fuels are quantitatively 
accounted for. Oil fuel data show some deviation from this 
picture, but the deviation diminishes when the oil and water 
are mixed prior to injection into the combustor. 

The above arguments support the conclusion that the 
combustor with superior unabated NOx performance will 
exhibit superior injected NOx performance. Thus, there is no 
advantage to be gained by attempting to design a combustor 
optimized for steam or water injection. The exception to this 
is that water injection effectiveness can be increased by more 
intimate admixture with oil fuel. 

Thus, a broadly consistent picture of the mechanisms of 
NOx formation and abatement by steam or water injection in 
diffusion flame combustors emerges. Flame temperature and 
the postflame zone model of combustion are the central 
unifying themes. The theorist will insist that the arguments 
presented are ad hoc; interesting effects such as increased 
NOx abatement effectiveness with better oil/water admixture 
are beyond the scope: and a number of constraints such as 
adequate stirring and high efficiency must be satisfied. The 
practicing designer will note that trends are well explained 
within a design family and, therefore, test results may be 
interpolated or extrapolated. As for the constraints, they are 
satisfied by any well-designed combustion system. 
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Utility Combustion Turbine 
Evaluation of Coal Liquid Fuels 
A comprehensive field test was performed to evaluate the suitability of H-Coal 
middle distillate and full-range Exxon Donor Solvent (EDS) coal-derived liquids 
(CDLs) as utility combustion turbine fuels. A Westinghouse W251AA 26 MW 
combustion turbine operated by the Philadelphia Electric Company was the test 
engine. No. 2 petroleum distillate fuel was also fired to establish baseline data. This 
program was sponsored by the Electric Power Research Institute. Site modifications 
included a temporary CDL storage and fuel transfer system, water storage and 
injection equipment, an instrumented combustor, engine and emissions in­
strumentation and data acquisition systems, and industrial hygiene facilities 
required for the proper handling of the CDLs. The overall results of testing were 
positive for using such CDL fuels in combustion turbines for power generation. 
With the exception of higher combustor metal temperatures with the CDLs, and 
persistent fuel filter plugging with the EDS fuel (which occurred even with in­
creased fuel temperature and filter size), the engine operated satisfactorily during 
approximately 80 hr of total running over the standard range of load and water 
injection conditions. 

Introduction 

In response to the disruption of petroleum fuel supplies and 
severe pricing disturbances in the 1970's, a significant effort 
to develop the capability to produce synthetic liquid fuels was 
undertaken by private industry and the federal government. A 
number of pilot plant operations produced various synthetic 
liquids from coal and oil shale in sufficient quantity to permit 
performing field tests to evaluate their suitability in full-scale 
utility power generation equipment. An earlier study [1] 
described such tests including two that were performed on 
combustion turbines firing methanol [2] and hydrotreated 
shale oil [3]. 

This paper describes tests performed burning H-Coal and 
Exxon Donor Solvent (EDS) coal liquids in a Westinghouse 
W251AA 26 MW utility combustion turbine at the Richmond 
Generating Station of Philadelphia Electric Company 
(PECO). The program was sponsored by the Electric Power 
Research Institute (EPRI), and was a logical extension of an 
earlier combustion laboratory evaluation of coal-derived and 
synthetic fuels [4]. 

Engine performance characteristics evaluated included heat 
rate, effect of water injection on emissions and performance, 
flame stability and dynamic pressure fluctuations, combustor 
liner metal temperatures, and observations of hot section 
components. The results of these tests were planned to shed 
light not only on the mechanical performance of the engine, 
including combustor dynamic response using these fuels, but 
also on the environmental and industrial hygiene factors to be 
addressed if these fuels are to be used commercially by 
utilities. No. 2 petroleum distillate fuel was run on the same 

Work performed at Concordville, PA 
Contributed by the Gas Turbine Division and presented at the Joint Power 

Generation Conference, Toronto, Ontario, Canada, September 30-October 4, 
1984. Manuscript received by the Gas Turbine Division June 18, 1984. Paper 
No. 84-JPGC-GT-13. 

engine configuration to establish baseline data. During this 
test program, H-Coal was burned for approximately 60 hr 
and EDS for approximately 20 hr. 

The fuels tested were: 
9 No. 2 Distillate Fuel, with and without Smoke Reduction 

Additive (SRAD), provided by PECO 
• H-Coal Middle Distillate, provided by EPRI 
• Full range EDS, provided by EPRI 
Laboratory fuel analyses were performed for each fuel 

prior to its being fired in the test engine. Typical properties of 
the as-fired fuels are listed in Table 1. 

Test Preparations 

CDL Fuel Storage and Transfer System. Four 6000-gal 
stainless steel fuel tank trucks were cleaned and manifolded 
on-site as a CDL day-tank storage system. These were in­
sulated tankers with internal heating coils to which a portable 
steam generator was connected. The CDL tank manifold was 
connected via a low-pressure fuel supply piping system to the 
engine. A parallel filter arrangment enabled circulation (and 
heating) of CDL within the manifolded tank trucks while the 
engine was running on No. 2 distillate. The engine fuel bypass 
that normally returns fuel to storage was modified to recir­
culate back through a fin fan cooler into the high-pressure 
pump inlet to avoid contaminating either the station fuel or 
the CDL day-tank storage during fuel transfer. Engine 
transfer to and from CDL test fuel operation was made while 
at steady engine load, usually minimum load or 1/3 of base 
load. Fuel system flushing capability was built into the 
system, to enable purging any CDL test fuel from the fuel 
lines into a waste tank following an engine trip-out while 
operating on CDL. The CDL fuel and water injection systems 
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Fuel 

Test date 
Physical and chemical 
properties 
H.H.V. Btu/lb 
SSU viscosity/°F 
SSU viscosity/°F 
SSU viscosity/°F 
Specific gravity/°F 
Specific gravity/°F 
Specific gravity/°F 
Flash point °F 
Fire point °F 
Distillation °F IBP 

5% Vol. 
10% 
20% 
30% 
40% 
50% 
60% 
70% 
80% 
90% 
95% 

EP 
Residue % 

Elemental analysis wt% 
Carbon 
Hydrogen 
Nitrogen 
Oxygen 
Sulfur 
Sediment/Water 
Water 
Trace metals, ppm wt 
Ash 
Sodium 
Potassium 
Vanadium 
Calcium 
Lead 
Zinc 
Cadmium 
Nickel 
Iron 
Manganese 
Magnesium 
Copper 
Chromium 

Table 1 Typical analyses of as-fired test fuels 
No. 2 distillate baseline fuel H-Coal CDL 

Analytical with additive untreated 
procedure 11/9/82 11/17/82 12/6/82 
(ASTM-D) 

240 
445 
445 
445 

1298 
1298 
1298 

92 
92 
86 
86 
86 
86 
86 
86 
86 
86 
86 
86 
86 
86 
86 
86 

.(2) 

129 
1796 

95 

482 
2188 
2188 
2787 
2188 
2188 
2188 
2188 
2188 
2188 
2188 
2188 
2188 
2188 

19,296(3) 

41/65 
35/100 
32/150 

0.860/65 
0.847/100 
0.836/150 

200 
205 
360 

420 
440 
460 
480 
500 
520 
540 
570 
600 

660 
<0.5 

87.28 
12.63 
0.03 
0.63 

0.034 
0.10 

N.D. 

38.0 
0.040 

2.0 
0.60 
0.05 
0.50 

0.044 
N.D. 

<0.010 
15.00 
8.40 

0.035 
0.080 

<0.050 

19,113 
42/65 

36.5/100 
32.5/150 
0.851/65 

0.840/100 
0.827/150 

195 
200 
360 

420 
450 
480 
500 
520 
540 
560 
580 
610 

660 
<0.5 

86.74 
13.25 
0.02 
0.69 

0.027 
<0.05 
N.D. 

<0.5 
0.020 
N.D. 
0.20 

N.D. 
0.060 
0.012 
N.D. 
N.D. 
0.50 

0.070 
0.010 
N.D. 

<0.050 

18,114<3) 

38/70 
34.5/100 
32.5/125 

0.9295/60 
0.9170/100 
0.8930/150 

205 
220 
395 

420 
420 
425 
430 
440 
440 
450 
460 
475 

510 
<0.5 

86.43 
10.36 
0.41 
2.66 

0.114 
<0.05 
N.D. 

44.0 
0.044 
0.024 
0.80 
0.08 

0.160 
0.028 
N.D. 
N.D. 
20.00 
0.28 

0.020 
< 0.020 
<0.050 

EDS CDL 

3/8/83 

18,270 
53/72 

42/100 
38/120 

0.963/60 
0.947/100 
0.940/120 

225 
243 
370 
400 
410 
450 
475 
495 
520 
560 
590 
635 
620<" 

45>> 
3.0 

88.53 
10.16 
0.20 
0.79 
0.04 
0.40 

N.D. 

4.0 
<0.02 
<0.02 
<0.25 

0.06 
N.D. 
0.02 

N.D. 
N.D. 

2.5 
N.D. 
0.035 
N.D. 
N.D. 

HHV = Higher heating value; SSU - Saybolt seconds universal; N.D. = not detected 
(1) Cracked residue indicating decomposition during distillation 
(2) C-H-N-O elemental analyzer (P-E Model 240) 
(3) HHV analysis repeated due to —600 Btu/lb sample-to-sample spread in data from first analysis 

used for the test program were similar to earlier field test 
arrangements used to evaluate emissions and fuels [5,6]. 

Water Injection System. A water injection system for 
nitrogen oxide (NOx) emissions control was temporarily 
installed on the test engine. It was controlled manually and 
interlocked with the engine controls to terminate water flow if 
the engine tripped. Three 6000-gal stainless steel insulated 
tank trucks with internal heating coils were manifolded into a 
day-tank water storage system. Plant condensate was used as 
injection water. 

Combustion System. A standard combustor was in­
strumented with 39 metal temperature thermocouples 
throughout its primary and secondary regions, and with two 
high-response pressure transducers and three accelerometers. 
A back-up combustor was also instrumented to minimize 
turnaround time if a failure of the first combustor were to 
occur. Two sets of fuel oil nozzle tips and atomizing air caps 
were flow calibrated, and one of the oil tips was tested for 
spray pattern and angle. 

Exhaust Stack Sampling System. Six probe mounting 
exhaust port flanges and an access scaffold were installed on 
the engine exhaust silencer to enable mounting sampling 
probes for both gaseous and particulate emissions in each of 
the straight gas paths in the exhaust. Inlet sampling probes 
were mounted on the screen upstream of the compressor scroll 
and sampling lines were run to outside samplers. 

PECO prepared the test site, including procurement and 
installation of test equipment, instrumentation and controls 
required, and furnishing the utilities needed by the emissions 
and data acquisition trailers. Figure 1 is a plot plan of the test 
site support equipment. 

Data acquisition and monitoring systems were installed to 
collect the test data and monitor the engine test operations. A 
Westinghouse data acquisition trailer was positioned adjacent 
to the test engine to collect a wide range of engine per­
formance test parameters, as well as Signals from the special 
instrumentation installed on the test combustor. The trailer 
was also used as the engine test control station, with voice 
communications available to the PECO data acquisition van, 
the Westinghouse environmental test trailer, the stack 
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sampling station, and the CDL fuel transfer valve station. A with the Westinghouse data trailer to share monitoring of 
PECO data acquisition van was spotted next to and connected selected data channels. 
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Table 2 W251AA base load ISO performance (no water injection) 

Test fuel No. 2 distillate 
baseline fuel 

H-Coal CDL EDS CDL 

(Hydrogen/carbon) ratio 0.1447 0.1223 0.1148 
Power (kW) 
Heat rate (Btu/kWh) 
AkW (CDL-No. 2 baseline) 

AHR (CDL-No. 2 baseline) 

25,400 
13,722 

-

-

24,821 
13,869 

- 5 7 9 k W 
(-2 .3%) 

+147 Btu/kWh 
(+1.07%) 

24,576 
13,613 

- 824 kW 
(-3.25%) 

- 109 Btu/kWh 
( -0 .8%) 

Table 3 W251AA base load ISO performance with maximum water in­
jection (normalized to 1.22 W / F ) 

Test fuel No. 2 distillate 
baseline fuel 

H-Coal CDL EDS CDL 

W/F ratio 1.22 1.22 
(1.105)* 

1.22 
(1.06)* 

Power (kW) 

Heat rate (Btu/kWh) 

AkW (CDL-No. 2 baseline) 

AHR (CDL-No. 2 baseline) 

26,267 

14,256 

— 

-

25,343 
(25,112)* 

15,134 
(15,099)* 
- 9 2 4 k W 
(-3 .5%) 

+ 878 Btu/kWh 
( + 6.2%) 

27,457 
(27,110)* 

14,474 
(14,427)* 
+ 1190kW 
( + 4.5%) 

+ 218 Btu/kWh 
(+1.5%) 

'Denotes "as-tested" values 
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Fig. 3 Effect of load on NOx (corrected to ISO conditions): no water 
injection 

A Westinghouse environmental test trailer was located 
adjacent to the engine exhaust stack and contained the on-line 
gas analyzers used to monitor emissions and to guide the 
emissions control set point when water injection, was used. 

This trailer also contained the physical chemistry laboratory 
to perform particulate and fuel analyses throughout the test 
program. 

The final data station was the engine control room con-
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Fig. 4 Effect of water injection on base load NOx: EPA normalized 

taining the P-50 control computer which also displayed 
pertinent engine operational data. 

In addition to operating the engine and the test support 
systems, PECO also made available industrial hygiene 
facilities (showers, lockers, eating area, protective gear, and 
coveralls as required for the proper handling of the test fuels), 
and provided for test site air monitoring. 

Before the start of the test program, the unit was cleaned 
per standard procedures. Engine tests were then performed 
for each test fuel (No. 2 distillate baseline fuel, H-Coal, and 
EDS CDLs) over the range of 30 to 100 percent base load, 
both without water injection and with water injection up to 
approximately 1.2 water/fuel (W/F) weight ratio. 

Engine Test Results 

The overall results of engine testing with the two CDLs 
indicate that it is feasible to operate utility combustion tur­
bines with these fuels, although some design modifications to 
deal with the tendency to higher combustor metal tem­
peratures and suspended fuel solids may be required. 

The engine power and heat rate showed essentially little 
lifference for the CDLs compared to the baseline fuel. Table 
2 shows the comparison of the base load performance at ISO 
conditions for all three test fuels without water injection. The 
power with CDL fuels is 2 to 3 percent less than, and the heat 
rate varies from 1 percent lower than, to 1 percent higher 
than, that with the No. 2 distillate baseline fuel. These dif­
ferences are attributed to: 

• Measurement test uncertainties and data scatter 
9 Fuels with lower H/C (hydrogen/carbon) ratio produce 

0 C0BSW 

150. 

120. 

Base CO, Water In j . 3 Test Fuels 

a 
o 

x 
o 
z: 

z 
o 
CO 
DC 

90 . -

60 . 

30 . 

0 . 

(WATER TO FUEL) WT. RATIO 

Fig. 5 Effect of water injection on carbon monoxide at base load 
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slightly lower power, since the slightly lower exhaust water 
vapor content reduces the specific heat of the exhaust 
products expanding through the turbine 
The variation of engine performance with load, normalized 

to ISO conditions, is shown in Fig. 2 for each test fuel without 
water injection. The normal trend of higher heat rate with 
lower power output occurs for all fuels. 

Table 3 shows the base load ISO performance with nor­
malized maximum water injection. The differences in the 
power and heat rate with the three test fuels are considered to 
be in a range attributable to measurement uncertainties and 
data scatter. The lower power for the H-Coal testing is due to 
having been at the engine fuel system flow limit, reached while 
testing with the high water injection rate at low ambient 
temperature. This limitation was not a result of firing H-
Coal. 

There was no measurable degradation in engine air flow 
during the approximately 80 hr of total CDL running time 
despite the appearance of a thin reddish-brown deposit on the 
engine hot parts after firing the H-Coal fuel. Due to the short 
duration of the test, it is not known whether this deposit may 
have increased in thickness to a point where engine per­
formance might have been significantly affected. 

The emissions signatures of the two CDL fuels were as 
expected. The fuel-bound nitrogen (FBN) in the CDLs 
contributed to higher levels of exhaust NOx than were ob­
tained with the baseline No. 2 distillate fuel, both without and 
with water injection as shown in Figs. 3 and 4, respectively. 

As shown in Fig. 4, compliance with the Environmental 
Protection Agency (EPA) NOx limit [7] of 75 ppmv for new 

Table 4 Net particulate loadings (lb/hr): three test fuels 

Fuel type 

No. 2 
Distillate 
Baseline (SRAD)" 

H-Coal CDL" 
H-Coal CDL" 

EDS CDL* 
(150°F,50> 
fuel filters) 

"Replicate sample 
*No replicate samples 

(W/F) ratio 

0 

1.24 

0 
1.14 

0 

-1 .07 

Net 
particulate 
loadings 

3.72 

4.95 

5.07 
7.13 

9.76 

13.15 

combustion turbines of this type could be achieved with 
approximately 0.28 (W/F) for No. 2 distillate, 0.33 (W/F) for 
EDS, and 0.65 (W/F) for H-Coal CDL. Calculations for 
higher temperature engines currently offered commercially 
indicate that (W/F) of approximately 0.7 would be required 
to meet the EPA NOx limit with the EDS and approximately 
0.95 with the H-Coal. 

There was no significant effect of CDL fuel operation on 
emissions of carbon monoxide (CO) and unburned 
hydrocarbons (UHC). With high water injection rates for 
NOx emissions reductions well below EPA requirements, the 
exhaust concentrations of CO increased notably at all test 
conditions for all three fuels. Figure 5 illustrates this effect at 
base load operations. 

Compared with untreated No. 2 distillate fuel, Bacharach 
smoke number was lower with the H-Coal fuel and higher 
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Fig. 8 Fine equlaxed particles from no. 2 distillate test

with EDS as shown in Figs. 6 and 7. The test fuel effects on
exhaust smoke were somewhat varied, due to differences in
the iron component of the fuel ash. The normal PECO No.2
distillate fuel was treated with a smoke-reduction additive
(SRAD) containing iron which produced a low smoke level at
base load (Bacharach No. 0.7-0.8) regardless of water in­
jection.

As shown in Fig. 6, the H-Coal smoke levels without water
injection are much lower than those of untreated No. 2
distillate. It is believed this is due to a significant amount of

7201 Vol. 107, JULY 1985

Fig. 9 A large clump of platelet particles in a distillate·f1red sample

iron in the H-Coal fuel ash. The high EDS smoke at 30
percent load may be associated with the higher distillation
fractions found in this test fuel. Water injection for NO x

emissions control at base load affected the smoke level for all
three test fuels differently as shown in Fig. 7. With increasing
(WIF) smoke decreases for untreated No.2 distillate fuel as
expected; however, H-Coal smoke increases with (WIF) and
EDS smoke is insensitive to water injection.

Total particulate loading at base load increased somewhat
with the CDL fuels. As shown in Table 4, the net (exhaust
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Fig. 11 EDS CDL; average combustor metal temperature versus 
location at base load: with and without water injection 

minus inlet) particulate loadings ranged from 3.72 to 9.76 
lb/hr without water injection ("dry"), and from 4.95 to 13.15 
lb/hr when maximum injection water was used. The net 
particulate loadings were least for the No. 2 distillate baseline 
fuel that contained the smoke reduction additive and the 
highest for the EDS fuel. For all three test fuels, the net 
particulate loadings with maximum water injection increased 
above the "dry" loadings by approximately 1.1-1.2 lb/hr for 
both the No. 2 distillate (SRAD) and the H-Coal, and ap­
proximately triple that increment (3.4 lb/hr) for the EDS. 
Since the baseline distillate (with SRAD) and the H-Coal fuels 
had approximately the same level of iron (15-20 ppmwt), the 
difference in the particulate loadings for these two test fuels is 
believed to be due to their different hydrocarbon com­
positions. The much larger difference in particulate loadings 
between the H-Coal and EDS fuels is probably due to the 

heavier distillation ends in the EDS fuel, which smoked more. 
Polycyclic organic emissions of concern from industrial 

hygiene considerations (polycyclic aromatic hydrocarbons 
(PAH), benzo-a-pyrenes (BAP), phenols, and formaldehyde) 
were sampled utilizing organic sorbent material (XAD-2 resin) 
in a series arrangement (two tubes in-line) inserted between a 
standard particulate collection prefilter and the water im-
pinger/flowmeter assembly. These samples were analyzed by 
high performance liquid chromatography (HPLC), mass 
spectroscopy (MS), and differential pulse polarography. 
Concentrations were one-thousandth to one-millionth of the 
total particulate samples for both CDLs, with the analysis 
techniques straining the limits of detectability for many of the 
samples. The particles were submicron (0.12-0.21 /x) carbon 
spheroids for all three test fuels, and are typical of those 
shown in Fig. 8 for the No. 2 distillate fuel with additive. 
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Fig. 12 EDS CDL; average combustor metal temperature versus 
location for various load points: no water injection 

There was some evidence of larger iron platelets typical of 
that shown in Fig. 9 when the fuel contained significant 
amounts of iron (No. 2 distillate (SRAD) and H-Coal). 

Combustor wall temperatures at baseload displayed the 
expected effects. Primary section (Rings 1-5) metal tem­
perature increased with the lower-hydrogen and CDL fuels as 
shown in Fig. 10, and decreased with water injection as 
illustrated in Fig. 11 for EDS testing. Metal temperatures in 
the secondary section (rings 6, 7) tended to follow the com­
bustor outlet temperature for all fuels regardless of water 
injection. This is illustrated in Fig. 12 for EDS testing without 
water injection. No metal temperatures exceeded the engine 
shutdown criteria for local hot spots or high average ring 
temperature levels. The higher combustor wall temperature, 
produced by the coal liquids, can reduce combustor life below 
present levels. To maintain the present life, wall temperatures 
would have to be reduced to those obtained during operation 
on No. 2 distillate untreated fuel. This could be achieved by 
increasing the film cooling air in the first two rings of the 
combustor. An alternative to modifying the film cooling 
could be an increase in the inspection frequency of the 
combustors as presently configured. 

The combustor dynamic responses were monitored over the 
engine load and water injection range for each fuel. Most of 
the pressure fluctuations recorded during the test program 
were of such a small level that they caused no significant 
excitation to the combustor system, as illustrated in Fig. 13 
for No. 2 distillate fuel. The singular exception to this was one 
broad-banded (150 Hz wide) pressure fluctuation, with a 
center frequency that varied from 1600 Hz to 1700 Hz. This 
provided high mechanical response on No. 2 distillate only, 
without water injection, only at 75 percent load shown in Fig. 
14. Even though this atypical mechanical response was 
considered high (being nominally zero at all other test con­
ditions), the frequency was high enough to be discounted as a 
possible source of mechanical distress, such as cracking, 
although it could cause fretting on contacting surfaces. 

The pressure fluctuations caused by the compressor 
discharge are an order of magnitude larger than those 
generated by the combustor system, and sufficiently broad 
banded to excite the fourth ring mode to relatively high 
responses; but this has not caused any mechanical failures to 
date, and is not considered a threat to mechanical integrity. 

The CDL fuels did show slightly higher levels of vibration 
and pressure fluctuations than the No. 2 distillate, but CDL 
and No. 2 distillate evolved the same basic patterns. Water 
injection sufficient to satisfy EPA NOx requirements lowered 
vibratory responses for both CDL fuel and No. 2 distillate. 

Fig. 13 Vibration and pressure fluctuation signature for No. 2 
distillate fuel: with and without water injection 

The high (W/F) ratio (1.2) showed higher vibratory levels at 
30 and 100 percent load than the nonwater-injected case, but 
at 50 percent load was much lower than the nonwater-injected 
case. It is concluded that the CDL fuels analyzed show no 
greater risk to this combustor system from a mechanical 
vibratory standpoint than the No. 2 distillate fuel tested. 

The engine fuel system had no difficulty handling the H-
Coal fuel throughout 7 operational days. Fuel transfers and 
engine loading were uneventful. After completion of the 4 test 
days to execute the parametric test plan, the balance of the H-
Coal test fuel was used to extend base load operational time as 
much as possible, accumulating about 60 total fired hours 
with this fuel. 

Problems were experienced with the EDS test fuel, due to its 
high end point. High and low-pressure fuel filter plugging 
occurred persistently, both without and with heating of the 
fuel oil to 90°F. The fuel system was modified to incorporate 
50 fi filters (versus the standard 5 ^), the fuel piping and filters 
heat traced and insulated, and the fuel heated to 135°F in an 
effort to minimize filter plugging within the mechanical and 
thermal constraints of the installed pumping and flow 
dividing systems. Filter plugging continued after these 
modifications, but at a sufficiently slow rate to obtain engine 
test data at all the planned test points. It was necessary to 
truncate some of the data collection and replication to 
minimize operating time on EDS fuel. 

Immediately prior to the initial start of testing, all engine 
combustors were inspected, and calibrated nozzle assemblies 
installed. During re-inspection of these hot section parts 
immediately after the H-Coal tests, some minor deterioration 
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Fig. 14 No. 2 distillate fuel, 75 percent load, no water injection (note 
atypical responses at 1600 to 1700 Hz which were otherwise zero) 
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Fig. 15 Comparison of laboratory and engine NOx emissions for 
varying levels of fuel-bound nitrogen: no water injection 

of combustor spot welds was observed, mostly within the ultrasonic solvent bath. A very hard, thin reddish-brown 
inspection allowance. Deposits were found in some atomizing deposit was seen on the flame-side surfaces of the combustors 
air swirl caps and cleaning was required with a standard and transitions, and a softer deposit of similar color on the 
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Fig. 17 Laboratory and PECO testing data; temperature parameter 
versus fuel hydrogen for the maximum test point BOT: range 1805T to 
1939°F 

first row stator vanes. Deposit samples, thought to be 
primarily iron compounds from the H-Coal fuel, were 
collected for future analysis and correlation with fuel and 
engine operating conditions. 

During and after the EDS runs with both 5 and 50 n fuel 
filters, the engine experienced several starting failures due to 
dirty nozzle assemblies. The atomizing air caps required 
cleaning after each day's operation with EDS. Hot gas path 
deposits similar to those described above were observed after 
20 hr cumulative operation on the fuel; samples were collected 
for future analysis. 

Comparison of Field and Earlier Laboratory Results 

NOx and FBN Conversion. The engine NOx emissions 
without water injection are superimposed on the laboratory 
NOx trend curves [4] in Fig. 15. Good agreement for both the 

combustor outlet temperature and fuel-bound nitrogen effects 
is obtained. The 0.2 percent N and 0.4 percent N curves from 
the engine test results bracket the 0.3 percent N curve from the 
laboratory data. 

With H-Coal, the engine FBN conversion values to NOx for 
the "dry" base load conditions (no water injection) are in the 
40 to 50 percent range. This is in reasonably good agreement 
with the previous laboratory conversion data. For the EDS 
fuel, there is notably higher FBN conversion with no water 
injection, ranging 70 to 90 percent. No simple explanation 
was found for this, although two possible factors may be 
contributing. First, it is not known what the thermal NOx 
would have been if EDS contained no FBN; the thermal NOx 
from No. 2 distillate is assumed. Second, the NOx curve for 
the EDS without water injection is disproportionately close to 
the curve for the H-Coal (Fig. 3). Since the H-Coal contained 
0.4 percent FBN and the EDS only 0.2 percent FBN, it would 
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be expected that for equal thermal NOx from each fuel, the 
curves would be equally spaced relative to the distillate 
baseline. However, an unusually higher amount of NOx was 
formed and measured during EDS testing. Perhaps this was 
due to high boiling fractions in the EDS, which iri some way 
contributed to extending the NOx-forming process in the 
flame zone. Another possibility is the difference in the other 
constituents found in the fuel analysis. 

Combustor Wall Temperature. The combustion, dilution, 
and cooling air admission geometry of the combustors used in 
the laboratory test program and the PECO field tests is 
essentially the same. The primary difference between the two 
combustor configurations that may influence the wall tem­
peratures is the fuel oil nozzle spray tip. A 250 gpm/50 deg1 

nozzle was used in the laboratory testing and 185 gpm/70 deg 
nozzles were utilized in the test engine. 

The 70 deg nozzle tends to produce a wide short flame 
compared to the narrow longer flame resulting from the 50 
deg spray angle. The wider 70 deg spray angle also tends to 
produce higher gas temperatures near the wall. Both of these 
aspects influence the heat transfer process from the com­
bustion gases to the wall. Figure 16 compares the average 
combustor metal temperature versus location for both the 
laboratory and PECO test data for the No. 2 distillate 
baseline fuel. The temperature difference between the two 
combustors is less than 100°F. The differences in the fuel 
nozzles shift the peak primary zone metal temperature 
(1280°F) from ring 2 in the PECO test to ring 3 in the 
laboratory. 

A dimensionless temperature parameter 

rj^jy \ -* .vmax ~~ * ex ) V * 2max/ ~~ v-* 2max — -* cl) 

( ^2max — Tc2) 

where 

T̂imax = maximum combustor metal tem­
perature for fuel x 

Tcx = combustor inlet temperature for fuel x 
T̂ max a n d Tc2 = same as above for the No. 2 distillate 

baseline fuel 

has been used in other studies [8] including the laboratory 
program [4], to correlate the metal temperature obtained for a 
fuel (x) with a hydrogen content less than the baseline No. 2 
distillate. 

Figure 17 is a plot of the temperature parameter versus fuel 
hydrogen content at the maximum test point (burner outlet 
temperatures 1805°F to 1939°F) for both test programs. For 
design considerations, this point is the most meaningful, since 
the peak temperatures occur at base load operation. As 
shown, a second order curve fit showing good correlation is 
obtained. 

Summary 

H-Coal middle distillate and full-range Exxon Donor 
Solvent (EDS) CDLs have been successfully fired in a 26 MW 
utility combustion turbine. Higher combustor metal tem­
peratures were observed with the CDLs, and persistent fuel 
filter plugging occurred with the EDS fuel. 

gpm flow number: gallons per minute at 100 psi AP 

The engine power output and heat rate performance 
characteristics were essentially unaffected. The emissions 
signatures of the two CDL fuels were as expected. Their fuel-
bound nitrogen contributed to higher levels of exhaust 
nitrogen oxides than obtained with the baseline fuel. There 
was no significant effect of CDL fuel on emissions of CO and 
UHC. With high water injection rates CO increased for all 
fuels. Compared with baseline fuel, smoke was lower with the 
H-Coal fuel and higher with EDS. Total particulate loading 
(in the parts per million by weight range) increased somewhat 
with the CDLs. Particles were submicron carbon spheroids 
for all fuels. Emissions of PAH, BAP, and other polycyclic 
organic material were one-thousandth to one-millionth of the 
total particulate samples for both CDLs. 

The combustor dynamic responses indicated no significant 
effect of operation with the CDL fuels. Combustor wall 
temperatures displayed the expected effects. Primary section 
metal temperature increased with the CDL fuels because of 
the brighter flame associated with decreased hydrogen content 
and decreased with water injection. Metal temperatures in the 
secondary section tended to follow the combustor outlet 
temperature for all fuels regardless of water injection. Good 
correlation of a dimensionless metal temperature parameter 
with fuel hydrogen content was obtained. 

With the one exception of unexpectedly high FBN con­
version for EDS, the emissions and combustor metal tem­
perature results of this field test compared well with earlier 
laboratory test results for similar fuels. Extended operation 
with CDLs could require either increased cooling in the 
combustor primary zone, or an increased inspection 
frequency using present combustors. 
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The Prediction of Several Residual 
Oil Flames 
This paper describes the application of a general computational procedure to 
predict four residual oil trials conducted at the International Flame Research 
Foundation. These trials were conducted in an attempt to isolate scaling criteria 
based on conventional similarity arguments. However, it is here demonstrated that, 
after a single preliminary calibration limited to one of the model constants, very 
acceptable and detailed predictions can be obtained using the present method for all 
of the trials. 

1 Introduction: Background and Present Objectives 

Interest in oil fuels has been somewhat overshadowed by 
the growing interest in coal. All the same, new fields of oil and 
oil-bearing sands and rocks continue to be discovered and the 
advantages of oil are such that a considerable research effort 
has been aimed at the economic derivation of oil from coal. 
At the time of writing, the world oil recovery rate is sub­
stantially in excess of the usage rate. It seems that interest in 
oil firing will be maintained in the medium to long term. 

Recently [1, 2] work was undertaken jointly by the In­
ternational Flame Research Foundation and the United 
Kingdom Central Electricity Generating Board with a view to 
determining scaling criteria for oil-fired furnaces which would 
be of value to design engineers. Because many of the 
significant and complex processes obey markedly different 
scaling laws it was found extremely difficult to establish 
helpful rules; a simple criterion based on mean residence time 
was suggested as offering partial assistance. 

The present authors felt that it would be of great interest to 
attempt to scale with the aid of a modern computer prediction 
procedure. The previous applications to oil firing of these 
procedure have been few [3, 4, 5] and all have been for light 
oil fuels. The additional complications of modeling residual 
oil firing are so extensive that we felt there was no realistic 
possibility in the absence of prior experience of obtaining 
decent "blind" predictions of the trials of [1, 2]. Instead we 
decided to "tune" the procedure to the data of one of the 
trials, the C3-flame, and to evaluate its accuracy when applied 
to the other trials without altering any of the model constants. 
If the evaluation proved successful then the prediction method 
would constitute a valuable weapon in the design engineer's 
armory. 

The work of this paper is confined to the 0-18/19 trials at 
the Flame Foundation [1] designated flames C3, Dl , and D3 
in the No. 1 furnace and flame E4 in the smaller No. 2 fur­
nace. For reasons of computer economy it is conventional to 
model these furnaces as if they were axisymmetric. The loss of 
accuracy from this approximation appears to be small [6], and 

Contributed by the Power Division for publication in the JOURNAL OF 
ENGINEERING FOR GAS TURBINES AND POWER. Manuscript received by the Power 
Division April 1984. 

this is probably also true for the 0-18/19 trials where the 
furnace was shortened by a partition. There is no other reason 
for doing this, and indeed fully three-dimensional com­
putations of the Foundation's No. 1 furnace have been made 
[7]. The geometry of the CEGB furnace is such that it cannot 
be reasonably approximated by a two-dimensional 
simulation; work is in progress on a fully three-dimensional 
treatment. 

2 The Prediction Method 

2.1 The Numerical Solution Procedure. This has been 
previously described in [8]. The approach is based on original 
proposals of Migdal and Agosta [9]. Representative droplet 
flights are tracked through the prevailing gas field calculated 
in our case with the aid of a conventional TEACH-type code 
[10], The influence of the droplets on the gas field is ac­
counted for by source terms appended to the gas phase 
conservation equations prior to a recalculation of the gas 
field. New flights and interactions are determined for the 
recalculated gas field and the whole process is repeated until 
convergence is achieved. 

2.2 The Spray Model. The momentum conservation 
equations for the axial, radial, and circumferential directions, 
ignoring gravitational effects, may be written 

dun 3 P 
-37 = T^CoiK-u^W, 
dt 

dV, 

4ppDp 

3P 

-v 
£ _ 

dt 4ppDt 
^r=zr7rc^-^)iv,-v,i + (i) 

dw„ 3p„ 
CD(wg~w„)\Vg -v , i -M= 

dt 4PpDp—~s •'"' 

Williams (11) has cited the following recommendations for 
the drag coefficient CD which are an across the board resume 
of many experiments involving, it should be admitted, more 
volatile liquids than the present residual oil fuel 

-0.84 0 < Re p <80 

80 

Re„ 

Re p <10 4 

104 

C f l =27Re; 

Cfl=0.271Re; 

C D =2.0 
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p ^ — • * — 

Rep = ps IYg - yp I Dp /fi. The position of the particle is found 

where Re,, is the droplet Reynolds number defined as The effective particle diffusion coefficient reff is 
~' presumed to be related to the gas turbulence exchange 

coefficient ceff = CM£2/e by: 

T' =1 + * (9) 

from 

dxn 

dt 

drp 

dt 

The rate of droplet diameter diminution is given by 

dD p _ 4KgC 

dt PpCp,sDp 

where B is the transfer number 

ln ( l+5) 

B=^(Tg ' ^sat) 

(3) 

(4a) 

(4b) 

and C is an empirical correction factor [12] to account for the 
effect of convection on the evaporation rate 

1 + 0 . 2 7 8 ^ P r " ) 

(1 + 1.237/Re^Pr473)'71 ( ' 

The rate of change of droplet temperature is computed 
from 

dT„ 6ATgNu 
W.-T.)-

3L dDn 
(5) 

dt PpCPiPDy s " CPtPDp dt 

The values of the Nusselt number have been obtained from 
Chigier and Yule [13]. Mean values of all the fuel properties 
have been taken from Cooper [14]. 

There will be some turbulence dispersion of the droplets 
although because of their high initial momenta and short 
vaporization times its effect is probably not very large. This 
phenomenon is much in need of detailed research. Our 
treatment of it is necessarily very approximate [8]. We express 
equations (1) in vectorial form by 

- ^ = F D + FT D (6) 

where F f l denotes the drag force per unit mass and represents 
the existing right-hand-side of equation (1). FT D represents the 
additional force on the particle due to turbulence. A 
corresponding diffusion velocity may be defined 

VTD = r D F T D (7) 

where TD=(4/3ppDl)/(CDRepij.) is the conventional particle 
dynamic relaxation time. The velocity is related to the particle 
concentration gradient by a simple Boussinesq relation 

Pg 
- eff,p Vm„ (8) 

- eff j ) 

yrff.S 

where ^ = TD/\ and \=(2/3)kvef{ g is the gaseous turbulence 
integral time scale. This suggests that particles in the present 
size range tend to be flung out of the carrier gas vortices. 

Because the majority of the droplets will experience only a 
cool air deficient atmosphere for the bulk of their lifetimes the 
possibility of combustion of individual droplets is excluded. 
All the combustion occurs in the gaseous phase and is handled 
in a conventional manner (see [15] for example). 

2.2 The Radiation Model. A "four-flux" radiation 
model was considered sufficiently accurate for the present 
purposes. Since any properly conceived example would give 
comparable results, we have chosen the one of [16]. The 
equations have the usual diffusion form; that for the radial 
direction is 

1 d 

r dr 

/ J _ d(rRrJ\ 
\ k„ „ dr / 

= k 
4 \ 4 

Rr — — RY „ 1 — — k, 
3 r 3 '"/ 3 

while for the axial direction we have 
d 
to' 

1 dR 

a,n \ 

xial 

dx ) 

a,n"g,n °'•* (10fl) 

- ka,„ I " Rr„ + RX,'l) ~~ k„,nag,naT (106) 

where Rx and Rr are linear combinations of the coefficients of 
a four-term Taylor series which is presumed to represent the 
spatial variation of radiation intensity at a specified com-
bustor location. These equations are supplemented by the 
boundary relations which, for example, in the case of the 
radial wall is 

€w"g,n G* w 3ka,nr\ dr r~ '"" -"-*•"--•' ( 1 0 c ) 

The wall emissivities and temperature were known. The total 
reaction source term to be appended to the enthalpy equation 
at each control volume in the total energy balance is deter­
mined from 

S r a d = E -^kaJ-(Rr,n+RX,n)+2agt„oT'i] (lOd) 

The kan are the grey gas absorption coefficients pertaining 
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to the grey bands of the model of [17] in which the nongrey 
nonluminous combustion products are represented by a 
hypothetical mixture of a few grey gases plus a clear gas. The 
agn are functions of temperature and represent the fractional 
total black body emissive power of each of these assumed 
participating gases. We have used the recommendations of 
Truelove [18] for k„ and agi„. 

The sizes and optical properties of the soot particles are 
elusive quantities, depending on the fuel type, burner design, 
and firing conditions. Fortunately since residual oil 
engineering flames are normally not far from the optically 
thick limit it is not necessary to know these properties with 
great precision. Again, we have employed the recom­
mendations of Truelove based on furnace data. He presumes 
reasonably and conventionally that the soot absorption 
coefficient is a linear function of the volumetric mass con­
centration. Its behavior is not quite grey and this is ac­
commodated by discretizing the soot absorption coefficient 
such that it is uniform within each of the bands of the grey-
plus-clear-gas model. 

2.3 Soot Formation Model. The fraction of the total 
carbon content of the fuel which converts to soot is too small 
to influence significantly the overall heat release distribution. 
Rather soot is of concern because its presence greatly 
augments the radiation heat transfer and because it is a 
pollutant. Most reasonably operated and maintained modern 
burners ensure complete combustion of soot (although the 
relatively large-scale coke particles of residual oil combustion 
products constitute a problem, but this is a distinct 
phenomenon not considered here). So the primary function of 
our soot model will be the good characterizing of the optical 
properties of the flame. 

As mentioned the soot content of residual oil flames is so 
great that those of industrial dimensions approach the black 
body limits. As a consequence the accurate prediction of the 
local soot concentration is not a prerequisite for the good 
calculation of the radiation transfer. This is indeed fortunate 
since the mechanisms of soot formation are far from being 
established even in the simplest laboratory flames [19]. 

We choose to simulate soot production by a simple global 
expression similar to that used by Khan and Greeves (20) 

Ps+ =CfpsA" exp (-E/Tg) (12) 
Cf is a function which would ideally depend on an easily 
definable fuel property such as the C/H ratio. Here we have 
simply tuned it to the C3-flame data of [1] and the value of 
0.84 is appropriate. The fuel partial pressure pfu and the 
equivalence ratio <j> are intended to accommodate the known 
influences of these quantities. Although the work of [20] was 
performed in connection with diesel engines we have assigned 
their values of 3 and 40200/(R to n and E. Soot production is 
essentially zero for <$> less than that corresponding to the 
incipient sooting limit [21]. The value of 4> corresponding to 
the incipient sooting limit is assumed to be 2. Soot formation 
occurs for fuel rich mixtures [21]. The soot production term 
ps ultimately tends to small values as <$> increases. We set 
ps equal to zero for <f> equal to 4>max defined as the value of <f> 
at whichps+ is less than 1 percent of its maximum value. 

The calculated mixed mean mixture fraction is not ap­
propriate for the calculation of soot since soot is produced in 
the immediate vicinity of the droplet. Indeed early 
calculations showed that the calculated mean mixture fraction 
was almost everywhere less than that corresponding to the 
lower sooting limit assigned to <t>. The near droplet mixture 
fraction was characterized with reference to a variety of 
expressions which can be found in the literature. The 
calculated soot concentrations were insensitive to these 
possibilities to the extent that it was found sufficient to 
presume a linear variation of mixture fraction between an 
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Fig. 1 Discretization of the droplet size distribution of the eight-hole, 
Y-jet, twin fluid atomizer 
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Radial distance /mm) 
Fig. 2 Comparison of predicted and measured droplet velocities, 0.69 
m downstream 

assumed value of unity at the droplet surface and the far field 
mean value / . A satisfactory near droplet mean value is then 
simply fd = (1 +/)/2. The effect of the number of droplets in a 
cell on the calculated value of fd has been approximated by 
multiplying fd by the ratio of the number of droplets in the 
cell in question to the total number of droplets injected into 
the combustion space. The value of fd calculated for each cell 
is in any case nearly the same regardless of the number of 
droplets in the cell. This is due to the fact that/is often much 
smaller than unity. 

The conservation equation for / i s 

d - 1 d - d df 
— ipuf) + - — (rpvf) = — Tefr -£-
ox r dr dx dx 

+ S„ (13) 
1 3 1 df 

It is of interest in presenting this equation to draw attention to 
the source term Sd which is a consequence of the droplet 
vaporization 

s ' - ( s^; ) ,?.<*'''-*'•>' . • , - « . > « - - " - " ll4> 
where </>„ &m02 ./Sf, ty&rhfj, and TV is the number of droplet 
sizes. 

In one sense the determination of the soot burning rate 
poses a much less demanding modeling problem since the 
particle sizes are so small that near-particle diffusion cannot 
possibly be controlling; rather, the combustion rate will be 
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Fig. 3(a) Predicted droplet trajectories from three ports of the 
assumed six inlet ports; initial diameters: 1) 32,2) 42, 3) 55, 4) 72, 5) 90, 6) 
112, 7) 150,8) 250 ^m, C3 flame 

controlled by the rate of mixing of the particle-bearing 
vortices with adjacent oxygen-bearing material. A simple, and 
appropriate for our purpose, method of rate has been 
proposed by Magnussen and Hjertager [22]. Following 
conventional turbulence concepts [23], they presume that the 
turbulence decay or mixing rate is proportional to the 
magnitude of the time mean soot concentration ms, and the 
time scale of the large-scale turbulence motion e/k. Their 
expression for the soot consumption rate is 

Ps=Ams(e/k) (12a) 

where -A is a model constant assigned the value 4 based on 
numerical experimentation. This relation will not be 
satisfactory in regions where the reaction rate is limited by 
oxygen deficiency in which case Magnussen and Hjertager 
propose 

P,=A(-_ ™°\ c W-f-) (126) 
\msSs + mfSf/

 s\ k ) 
The alternative giving the smallest reaction rate is used. 

2.4 Initial Conditions. An ideal treatment of the spray 
necessitates commencing calculations within the body of the 
atomizer. This approach was considered overly elaborate for 
our purposes and instead we decided to attempt to ascertain 
suitable starting conditions by reference to photographic data 
on the velocities and size distributions collected by Sargeant 
and Jones [24] for one hole of the eight-hole, Y-jet, twin fluid 
atomizer used in the burners of the IFRF tests. The data from 
these tedious experiments were limited and the fitting exercise 
which will now be outlined represents our attempt to optimize 
their use. 

Figure 1 shows the measured droplet size distribution 
averaged over the width of the spray 0.69 m downstream of 
the atomizer injection orifice. This was discretized into eight 
uniform diameter ranges as shown. The fuel streaming from 
the atomizer hole breaks up into a spray about 0.1 m 
downstream. It was assumed, with reasonable justification, 
that the amount of fluid vaporized between this and the 0.69-
m station was negligible and the 0.69-m droplet size 
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Fig. 3(b) Predicted droplet size variations for four of the assumed 
initial droplet sizes injected from the six inlet ports, C3 flame 

distribution was assumed to prevail at 0.1 m, the chosen 
starting station for the spray calculations. 

Next computations were performed, using a parabolic code 
and commencing at the orifice exit plane, of the development 
of the fuel plus air jet. Mixed mean property values were used. 
These provided an estimate of the streamline directions at the 
0.1-m station. Six locations or "ports" for droplet injection 
were selected across the width of the jet. Injection velocities 
were then guessed and parabolic calculations were made 
between the 0.1-m and 0.69-m stations and the predicted and 
measured velocities at the latter were compared. The guesses 
were adjusted to give the best agreement. The result is 
displayed in Fig. 2. Given all of the difficulties of this process 
the agreement is considered to be quite satisfying. All the 
calculations presented herein are commenced from the 0.1-m 
station using the starting conditions so determined. 

3 Results of Calculations of the IFRF Flames 

The conditions of four IFRF trials that have been predicted 
are summarized in the following table. Full details are 
provided by Payne and Salvi [1], 

Figure 3 shows predictions of the droplet trajectories and 
diameters for the C3 flame. There are no measurements with 
which these results may be compared. Rather, they are 
presented to demonstrate the level of predicted detail and to 
reveal that at this level the results do conform with ex­
pectations. 

Figure 4 shows temperature predictions for the C3 flame at 
three axial locations. It will be recalled that this was ar­
bitrarily chosen as the reference flame for tuning the 
mathematical model. In the event however the only tuning 
which was done was on the constant Cf of the soot generation 
model. The droplet model parameters are those stated in 
Section 2.1, drawn from independent sources, while the 
turbulence model constants are the same as those used for 
previous gas phase calculations (e.g., [15]). The need to 
simulate well the soot concentration is demonstrated by the 
very large effect (Fig. 4) of neglecting the heat transfer, which 
is mainly by thermal radiation, on the temperature field. 

^ 1 r̂  

Trial No. Burner 
Flame diameter 

No. (m) 

C3 0.232 
0 1 R 

„ ° , Dl 0.150 Furnace No. I 
D3 0.150 

(M9 
Furnace No. II E4 0.150 

Flame Combustion Fuel mass 
throughout air flow flow 

(MW) (kg/hr) (kg/hr) 

2.31 2746 189 
2.31 2746 189 
0.93 1093 76.1 

0.58 685 47.5 
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Fig. 4 Comparison of preceded and measured temperature profiles, 
C3 flame 

Sample axial velocity profiles are shown in Fig. 5 and the 
wall heat transfer is presented in Fig. 6, all for the C3 flame. 
The quality of the velocity predictions is surprisingly good, 
broadly equal to that which can be expected for inert recir­
culating flows using present-day turbulence models. The 
prediction of the radiation flux incident on the outer walls is 
shown in Fig. 6 compared with the experimental values ob­
tained with an ellipsoidal radiometer. Again these results are 
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Fig. 5 Comparison of predicted and measured velocity profiles, C3 
flame 
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Fig. 6 Comparison of predicted and measured radiating incident wall 
radiation flux, C3 flame 

entirely satisfactory; the small overprediction near the burner 
will receive further comment in connection with the other 
trials. 

Lastly, for the C3 flame, contours of the degree of 
oxidation (local mass of 0 2 consumed/amount required for 
complete local combustion) and of soot concentration are 
shown in Fig. 7. This form of comparison tends to accentuate 
the discrepancies. It is our opinion that, given the detailed 
nature of the information being predicted, these comparisons 
are quite rewarding. A general comment about all of the C3 
flame predictions is that the near burner discrepancies which 
are revealed are all consistent with overprediction of the spray 
evaporation rate implying that some reconsideration of the 
droplet model is demanded which is consistent with the low 
volatility of residual oils. 

Representative predictions for the remaining flames, Dl, 
D3, and E4, are portrayed in Figs. 8-15. They are barely 
distinguishable in quality from those of the base case C3 
flame. The incident wall radiation fluxes (Fig. 14) are again 
overpredicted near the burner. The fact that the data do not 
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Fig. 7 Comparison of predicted and measured contours of: (a) degree 
of oxidation, (b) soot concentration (mg/nm ), C3 flame 
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Fig. 9 Comparison of predicted and measured contours of (a) degree 
of oxidation, (b) soot concentration (mg/nm3), E4 flame 
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Fig. 10 Comparison of predicted and measured 
velocity profiles, D1 flame 

r/D 

temperature and 

reveal a peak in the near burner region for any of the flames is 
a little surprising. There is, however, not very great reason to 
doubt the accuracy of the radiometer measurements and it 
seems logical to ascribe again the discrepancy to an over-
prediction of the evaporation rate tending to shift the flame 
base nearer to the burner. Indeed, photographs of the flames 
reveal that they did stabilize a little downstream of the 
predicted locations. Also, it is not unlikely that the four-flux 
radiation treatment could cause a noticeable predictive error. 
A recent radiation method [25] now makes it possible to 
obtain an exact solution of the radiation transfer for 
economic cost and this will be done at the earliest op­
portunity. 

Fig. 11 Comparison of predicted and measured degree of oxidation 
contours, D3 flame 
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Fig. 13 Comparison of predicted and measured contours of: (a) 
degree of oxidation, (b) soot concentration (mg/nm ), D1 flame 

droplets and sprays have proved largely adequate for our 
purposes as have previously established values for the tur­
bulence model constants. It has only been necessary to make a 
once and for all calibration of one of the soot production 
parameters. There will certainly be those who will criticize the 
simplicity of the soot production treatment, but we have 
found it suitable for our purposes, and we would point to the 
evidence of Glassman [26] which suggests domination of this 
process by a conventional Arrhenius temperature dependency. 

The initial conditions for the spray calculations represent a 
principal source of uncertainty in any general application of 
the method. We were very fortunate to have the guiding data 
of [24]. Prior calculations could be initiated within the 
atomizer, and indeed the authors understand that some work 
on these lines has been performed 27. This plus im­
provement of the droplet behavior laws for residual oil fuels 
represent particularly useful as well as substantial avenues for 
research. Our own immediate goal is however to extend the 
present study to encompass the CEGB experiments [2] on a 
substantially larger and fully three-dimensional furnace. This 
work is in progress. 
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4 Concluding Commentary 

The quality of the predictions of the flames is certainly 
sufficient to be of definite interest to the furnace designer. 
Their generality is certainly in excess of that which con­
ventional similarity arguments are able to provide. At the 
outset we felt that, given the complexity of residual oil firing 
and our previous lack of experience in this area, we would 
have to do considerable tuning against the reference C3 flame. 
In fact, the existing physical laws describing the behavior of 
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Methanol as a Soot Reducer in a 
Turbulent Swirling Burner 
The combined effect of using methanol as a fuel additive together with a prototype 
multifile! injector has been evaluated with regard to soot formation in a tubular 
laboratory burner with a turbulent swirl stabilized diffusion flame. Kerosene, ERBS 
fuel, and Blending Stock with approximately 14, 12.8, and 10.3 weight percent of 
hydrogen, respectively, were characterized in terms of soot loading at the axial 
positions Z/D = 2.5 and 4.0 and normalized radius r/R = ± 0.67. Mixtures of ERBS 
fuel and Blending Stock with 15 and 7.5 weight percent of methanol were also 
characterized in the same way. Measurements with the plain fuels showed a drastic 
reduction in soot formation, on the order to 150-fold decrease, due to the new 
injector design. Further reductions by a factor of 2 and 1.5 were accomplished with 
mixtures of 15 and 7.5 weight percent of methanol, respectively. 

Introduction 
Projections of available world-wide petroleum resources 

anticipate a reduction in fuel hydrogen content [1]. Aircraft 
fuels in 1950 averaged about 7 weight percent aromatics; 
today the level is approaching 20 weight percent. Synthetic 
fuels from coal are expected to be less expensive to refine if 
allowed to exhibit greatly increased aromatic contents [2]; as 
aromatic content increases, hydrogen content decreases due to 
the ring structure of the former. Some studies [3,4] have 
predicted a combustor life reduction of over 60 percent if the 
hydrogen content in military aircraft fuels drops from the 
current 14.5 to 12.0 weight percent. 

These impacts of reduced fuel hydrogen content arise 
because of increased rates of carbon particle formation (soot). 
The deposition of soot particles on parts of the combustion 
chamber can change the air and/or the fuel distribution inside 
the burner and therefore change the combustion pattern. If 
deposits spall, they can lead to significant mechanical erosion 
of the turbine blades downstream. Increased soot within the 
combustor also increases the radiation heat transfer to the 
combustor walls reducing hot part durability (a 25 K increase 
in temperature at a critical region of a turbine blade can result 
in a fourfold decrease in blade life [1]). 

The effect of soot emissions on health has not been well 
established; although gas turbine particulates may be stated 
nontoxic [5], the current studies of diesel particulates as 
carcinogens should be extended to gas turbine engines. 

Fuel properties, injector design, combustor inlet con­
ditions, and gas turbine combustor design are all known to 
affect soot emissions in continuous combustion. Although the 
details of the formation and oxidation processes are poorly 
understood, the influence of macroscopic system parameters 
on the amount of soot formed has been well investigated for 
different systems. 

PROBE SUPPORT 

Contributed by the Gas Turbine Division and presented at the Joint Power 
Generation Conference, Toronto, Ontario, Canada, September 30-October 4, 
1984. Manuscript received by the Gas Turbine Division June 5, 1984. Paper No. 
84-JPGC-GT-2. 

Fig. 1 Schematic of the high pressure burner 

In situ measurements of soot formation in combustors [6, 
7] have pointed out the importance of mixing and atomization 
in controlling soot formation in spray flames. Indeed, leaning 
out the primary zone by an appropriate air penetration jet 
scheme and/or by utilizing some type of air-blast atomization 
can make gas turbine combustors insensitive to small 
variations in hydrogen content, at least for petroleum-derived 
fuels [8]. 

The effect of pressure on soot formation has also been 
widely studied. Even though most agree that there is a direct 
proportionality between pressure and soot formation (soot 
loading increases with the cube of pressure [9]), there is some 
evidence that this proportionality does not continue in­
definitely [10], According to Mellor [8] the pressure depen­
dence results in part from the chemistry of soot formation, 
the retardation of fuel evaporation due to increased boiling 
ranges, and the distribution of fuel in the front portion of the 
combustor. 

Several investigators [1, 8, 10] report that the H/C ratio of 
the fuel correlates strongly with the formation of soot in the 
direction: more hydrogen, less soot. For fuel blends at the 
same H/C ratio but with different base fuels, the amount of 
soot produced can differ substantially [10]. The main purpose 
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Table 1 Chemical composition of the fuels tested 

Fuel 
Kerosene 
ERBS 
Blending 
stock 
Methanol 

Weight 
percent 

ofC 
86 
87.2 
98.3 

37.38 

Weight 
percent 

ofH 

Weight 
percent 
of O 

14 
12.8 
10.26 

12.57 50.17 

Molecular 
weight 
200 
200 
199.1 

32 

H/C 
ratio 
1.95 
1.76 
1.38 

4.01 

^ j ^ ^ 
XX5A 
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Fig. 4 Nozzle assembly 
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Fig. 2 Schematic of fuels and atomizing air supply systems 
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Fig. 3 Schematic of main air supply and measuring system 

of this work is to assess the effects of methanol as a fuel 
extender in an experimental multiple fuel injector. The 
primary fuels considered were kerosene, ERBS, and blending 
stock, and methanol was used as secondary fuel. A summary 
of their chemical compositions is presented in Table 1. The 
soot formed using the three fuels mixed with methanol was 
investigated in a tubular burner with a swirl stabilizer dif­
fusion flame. Saving in fuel costs by blending heavy fuels (in 
the range of ERBS fuel) with 7 to 10 weight percent of 
methanol may be achieved. A calculation is presented (section 
V) which suggests present cost savings on the order of 10 
percent. This concept is feasible provided the performance of 
the blended fuel is identical to jet-grade kerosene. We show 
that the soot formation of the methanol mixtures is on the 
order that of kerosene. 

Apparatus 

The experimental facilities used in the present study consist 
of three main devices. 

High Pressure Burner. This is a flame tube lined with 
ceramic of 10.2 cm i.d. set in refractory material which is 
water cooled outside of a steel jacket [11, 12, 13, 14] (see Fig. 
1). 

The front cover of the burner holds the fuel injector so that 
the tip of the injector is centered in 45 deg swirl vanes which 
creates a recirculating flow field, stabilizing the combustion 
process. The rear end of the burner is sealed by two eccentric 

Fig. 5 Schematic of the sample probe 

graphite bearings which hold the sampling probe. These 
bearings can be rotated to position the probe at any point 
inside the burner. The exhaust of the burner is a sonic orifice 
located in the bottom end of the burner. By changing the size 
of the sonic orifice, the mass flow rate and burner pressure 
can be controlled. 

The fuels and atomizing air supply systems are shown in 
Fig. 2. In the present work, the primary fuel (fuel 1) is defined 
as the fuel used in higher percentages when using more than 
one fuel; therefore, fuel 1 refers to any of the fuels tested 
(kerosene, ERBS, or blending stock) and the secondary fuel 
(fuel 2) refers to methanol. The fuels are pumped into the 
injector by pressuring them with nitrogen in two fuel cylin­
ders. The fuel flows are measured with rotometers, the air 
flow with a square edge orifice flow meter. The main air 
supply system and measuring devices are shown in Fig. 3. As 
it can be seen in Fig. 2, the primary fuel and atomizing air can 
be fed into the injector in any combination of the three fluids 
with the three passages of the injector by means of nine switch 
valves. 

Multifuel Injector. A schematic of the multifuel injector 
used in this study is shown in Fig. 4. 

It consists of three concentric passages identified as 1, 2, 
and 3 going from the outer to the inner passage (see Fig. 4). A 
complete description of the different components of the 
injector is in [15]. The injector was designed to handle three 
different fluids, usually two fuels and an atomizing air, and 
deliver them from the three concentric passages producing a 
fine spray with good atomizing characteristics (small particles 
and azimuthal symmetry). 

Cold flow tests with this injector [5] showed that methanol 
can be mixed with fuels which in normal conditions are im­
miscible through the strong shearing action of the injector. 
The spray pattern was found to be very dependent on the 
injector's configuration. The configuration that showed best 
performance in the hot flow runs has the atomizing air in the 
outer passage, the primary fuel in the innermost passage, and 
the secondary fuel in the intermediate passage. 

Sample Probe Rig. The sample probe is the device used to 
collect the soot and the combustion gases from any position 
inside the combustion chamber of the burner (see Fig. 5). The 
probe is located in the desired position Z/D and r/R by sliding 
it back and forth and rotating the eccentric back bearing of 
the burner. The sample probe used has the same features and 
configuration as those used in [11, 12, 14]. 

A small amount of water is fed into the inner tube near the 
probe's tip to quench reactions in the sample being collected 
and flush soot down the probe. The sample probe rig shown in 
Fig. 6 directs the sample (a mixture of soot, gas, and water) to 
either the soot measuring device, the gas analysis cart, or the 
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Fig. 6 Schematic of the sample probe rig 
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Fig. 7 Measuring points along the axial and radial axis 

laboratory exhaust trench. When soot is being measured, the 
mixture is passed through a fiberglass filter previously ex­
tracted in methylene chloride, dried, and weighed. Then water 
is separated in a tank and the volume of the gas contained in 
the sample is measured on a wet test flow meter. During the 
gas composition measurement, most of the sample mixture is 
driven to the laboratory trench and a small portion is passed 
through a coarse filter that separates the soot particles and 
excess water. Then it is passed through a gas analyzer which 
measures the composition of the gas phase of the combustion 
products, i.e., CO, C02 , 0 2 , HC, and NOx. These 
measurements were used to calculate the local equivalence 
ratio at the point of sampling by assuming a water-gas 
equilibrium constant of 3.5 [16]. 

Experiments 

The similarity between the combustion pattern of each fuel 
considered has to be established in order to compare their soot 
loading tendencies. The radial and azimuthal distribution of 
soot and equivalence ratio vary according to the hardward 
characteristics (injector design, burner type, etc.). For a given 
system configuration they may be a function of the fuel being 
used [6, 10, 12, 13]. This last dependency was explored for 
each one of the three fuels by taking measurements of soot 
loading and normalized equivalence ratios along the axis of 
the burner (Z/D = 4.0 and 2.5) and across the horizontal and 
vertical diameters at r/R= ±0.67 for each axial position. 
Figure 7 shows schematically the locations where meas­
urements were made. Next, soot loading as a function of H/C 
ratio was determined. Kerosene, ERBS fuel, and Blending 
Stock have 14, 12.8, and 10.6 weight percent of hydrocarbon, 
respectively (1.95, 1.76, 1.44 H/C ratios) (see Figs. 10 and 
11). 

In order to see if the addition of methanol changed the 
combustion pattern previously evaluated for each fuel, ERBS 
mixed with 15 weight percent of methanol was characterized 

Z/D= 2.50 Z /D=4 .00 

*„ 'overal l = 1.06 "^overal I = I. 08 

Fig. 8 Normalized equivalence ratio map for ERBS fuel 

FUEL i ERBS + 15% wt % Methanol 

r / R = 0.67 

Z/D = 2.50 Z /D=4 .00 

$ overal l = 1.06 *P overal I - 1.08 

Fig. 9 Normalized equivalence ratio map for ERBS fuel mixed with 15 
weight percent methanol 

in terms of soot formation and equivalence ratio distribution 
at Z/D = 2.5 and 4 and r/R = ±0.67. These results, shown in 
Figs. 8 and 9, illustrate the similar combustion pattern of the 
methanol mixtures and the plain fuels. Therefore, the 
measuring points established for the fuels alone are also 
representative points for the methanol mixtures. 

Experimental Results 
There is a lean region near the center line for small Z/D. 

This result is the opposite from what was observed by 
Gallagher [12] using another type of injector (two-fuel dual-
orifice nozzle) which did not have the atomizing air. 

This characteristic was not predicted by the cold tests 
(Korakianitis [15]). Apparently, the high angular momentum 
imparted to the fuel by the swirling air (the swirl number in 
the present test was in the order of 0.71), not present in the 
cold flow rig, changes the combustion process (see [17, 18]). 

The equivalence ratio maps show that all the points have a 
normalized equivalence ratio close to 1, even for Z/D = 2.5. 

As expected, the uniformity of the normalized equivalence 
ratios increases with Z/D. Due to the early completion of the 
burning process, only slight differences were found between 
the distributions at Z/D = 2.5 and Z/D = 4. 

The soot distribution is not as uniform as the distribution 
of equivalence ratios. This nonuniformity is more evident at 
Z/D = 2.5 where the outer contour has very high soot loadings 
in comparison to the center line level. This is less evident at 
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Z/D = 4.0. A representative value of the soot concentration at 
a given Z/D is a weighed average of the local soot loadings 
measured at a cross section. At Z/D = 4 the soot formation is 
slightly higher than at Z/D = 2.5 for the three fuels tested. 
Gallagher, Hoover, and Hoult [10, 12, 13] have reported 
maximum values of soot formation around Z/D = 2.5 using 
different injectors. Figure 10 shows the current soot levels 
found for the blending stock, ERBS fuel and kerosene as a 
function of the H/C ratio. The overall equivalence ratio for 
these measurements was approximately 1.1, the burner 
pressure 45 psig, and the probe position Z/D = 4. These plots 
make evident the strong correlation betwen soot loading and 
H/C ratio. The general trend, higher soot levels for low 
hydrogen content fuels, reported in the literature is also 
observed here. These results indicate that in going from a fuel 
of about 14 weight percent hydrogen (e.g., kerosene) to one of 
about 10.3 weight percent hydrogen (e.g., Blending Stock) the 
soot loading increases by a factor of seven. The results 
reported by Hoover, Hoult, and Ekchian [10, 13] indicate a 
factor of approximately six of increasing soot loading for the 
same range of hydrogen percentage. 

The soot levels found in the present study are remarkably 
lower, approximately by a factor of 22, compared to 
Hoover's results; furthermore, if corrections are made to 
compare them on the same stoichiometric basis, using the 
correlation for equivalence ratio and soot loading reported in 
[19] (the present tests were conducted with a richer 
equivalence ratio), the difference is on the order of a 150-fold 
decrease. 

Price structure 
USA (bulk 
domestic 
prices)* 

1982 

Venezuelan 
(internal 
market 
prices)** 

Fuel type 
Jet-grade kerosene 

Light fuel 

Methanol 
Jet-grade kerosene 

Light fuel 

Methanol 

cents per 
US gallon 
c/gallon 

110 

96 

48 
18 

7 

78 

*Platt's-oil Price, Handbook and Oilmanac, 59th Edition, 1982 prices 
•Intevep S.A. (private communications) 

Figure 10 shows the soot levels found for the Blending 
Stock mixed with 15 weight percent of methanol and ERBS 
fuel mixed with 15 weight percent of methanol. The soot 
reduction obtained with the methanol mixtures is lower by 
over a factor of two. In this set of tests, the atomizing air 
pressure drop across the injector was adjusted (approximately 
to a 190 psi) so that the pressure drop in the primary fuel 
channel could reach the same value that it has when operating 
the injector with the heavy fuel alone (approximately 27 psi). 

Mixtures of Blending Stock and ERBS fuel with 7.5 weight 
percent of methanol were also evaluated. In this case, the 
reduction in soot formation was a factor of 1.5. This last 
result indicates that the effect of the methanol addition and 
the one caused by the injector operating characteristics over 
soot loading cannot be readily quantified separately, and that 
the use of even small quantities of methanol together with the 
proper injector configuration lead to a significant soot 
reduction. 

Figure 11 shows the results of the 15 weight percent 
methanol mixtures but this time run with the same atomizing 
air pressure drop as the one used with the heavy fuel alone 
(approximately 150 psi) and hence, a lower pressure drop in 
the heavy fuel channel. The soot reduction this time, due to 
the use of methanol, was on the order of 15 percent. 

Conclusions and Discussion 

1 Broadly speaking, there are two effects which arise in 
soot formation with heavy fuels. One is the fuel effect, which 
over the range of fuels considered is approximately a five to 
sixfold decrease in soot formation. The second effect is the 
injector design and configuration which is 30 times larger than 
the fuel effect. In the present study, this latter effect was a 
150-fold decrease when compared to Hoover's result [13]. 

2 Methanol can be mixed with fuels which in normal 
conditions are immiscible, through the shear mechanism of a 
multichannel injector [15]. This result should be contrasted 
with other methods [20] which form microemulsions of 
alcohol, water, fuel, and then use a conventional injection. 

3 The addition of 15 weight percent of methanol with 
either Blending Stock or ERBS fuel reduced the soot for­
mation by a factor of two when operating the injector with the 
pressure drops of the atomizing air, primary fuel, and 
secondary fuel adjusted to 190, 27, and 6 psi, respectively. 
Mixtures of 7.5 weight percent of methanol reduced the soot 
loading by a factor of 1.5 when operating under these con­
ditions. 

The role of the injector design is of paramount importance 
when considering the use of alternate hydrocarbon fuels. The 
improvement of the combustion process achieved by the 
utilization of a properly designed multifuel injector allows 
burning of heavy fuels with small percentages of methanol in 
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a cleaner way. This scenario may be particularly attractive to 
countries with significant production of heavy crude oils (e.g., 
Venezuela) or with significant production of methanol (e.g., 
Brazil) or in countries with synthetic fuel production. 

If one considers the actual international and domestic fuel 
prices (see Table 2 for cost data), it is possible to blend heavy 
fuels (in the range of the ERBS fuel) with 7 to 10 percent of 
methanol (the levels required to reduce the soot formation to 
that of the kerosene) with about a 10 to 15 percent savings in 
the cost of the fuel compared to jet-grade kerosene prices. 
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A P P E N D I X 

H / C Ratio Calculation for the Methanol/Fuel Blends 

First calculate the empirical formula of each fuel: 
Fuel l : C N I H M I O P I 
Fuel 2: CN2 HM2 OP2 

For each fuel N, M and P can be calculated by: 

percent N; by percent M; by percent P; by 
weight C weight H weight O 

Molecular Molecular Molecular 
weight of weight of weight of 

carbon hydrogen oxygen 

N, M and P may need to be multiplied by a factor in order to 
give the right molecular weight of the fuel. 

The H/C ratios of fuel 1 and fuel 2 are M l / N l and M2/N2, 
respectively. 

Second, calculate the empirical formula of the mixed fuel 
Mixed fuel: CXUYOZ 

where 
X= 1/TOTMOL (((F1)(N1)/(100)(MWF1)). 

((F2)(N2)/(100)(MWF2))) 
Y= 1/TOTMOL (((F1)(M1)/(100)(MWF1)> 

((F2)(M2)/(100)(MWF2))) 
Z= 1/TOTMOL (({Fl) (PI)/(WO) (MWF1)) • 

((F2)(P2)/(100)(MWF2))) 
Fl and F2 are the percentages by weight of fuel 1 and fuel 2, 

respectively. 
MWF1 and MWF2 are the molecular weight of fuel 1 and 2 

calculated using N, M, and P of their respective empirical 
formulas determined above. 

TOTMOL: 

Fl F2 

foO MWF1 ' 100 MWF2 

Finally, the mixed fuel H/C ratio is Y/X. 

738/Vol. 107, JULY 1985 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.71. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



J.A. Mulholland 
Acurex Corporation, 

Research Triangle Park, NC 27709 

W. S. Lanier 
U.S. Environmental Protection Agency, 

Industrial Environmental 
Research Laboratory, 

Research Triangle Park, NC 27711 

Application of Returning for N0X 

Control to a Firetube Package 
Boiler 
A 730 kW (2.5 x JO6 Btu/hr) firetube package boiler was used to demonstrate the 
application of reburning for NOx emission control. An overall reduction of 50 
percent from an uncontrolled NOx emission of 200 ppm was realized by diverting 15 
percent of the total boiler load to a natural-gas-fired second stage burner. Tests 
indicate that the overall reaction order of destruction with respect to initial NOx is 
greater than one; thus, larger reductions can be expected from reburning ap­
plications to systems with higher initial NOx. Rich zone stoichiometry has been 
identified as the dominant process variable. Primary zone stoichiometry and rich 
zone residence time are parameters that can be adjusted to maximize NOx reduc­
tion. Reburning applied to firetube package boilers requires minimal facility 
modification. Natural gas would appear to be an ideal reburning fuel as nitrogen in 
the reburning fuel has been shown to inhibit NOx reduction. 

Introduction 
Nitrogen oxides (NOx) emitted from stationary combustion 

sources have been identified as significant contributors to the 
degradation of air quality. Modification of the conventional 
combustion process to reduce NOx formation in flames by 
reducing peak temperatures and maximizing fuel-rich 
resistance times has proven to be a commercially viable 
method of controlling NOx emissions [1]. However, when 
combustion process modification is impractical or insufficient 
to meet an emission level requirement, it may be necessary to 
reduce NOx from the products of combustion. Reburning, a 
term coined by Wendt et al. [2] to describe the process of NOx 
reduction by injection of a secondary fuel stream, represents 
an in-furnace NOx control technology that destroys NOx 
formed in the primary combustion flame. Laboratory studies 
utilizing both flat-flame burners [2] and tubular reactors [3] 
provided initial evidence of NOx reduction via hydrocarbon 
radicals. 

In the burning of a hydrocarbon fuel in air, NOx is formed 
either from molecular nitrogen (N2) in the combustion air or 
from fuel-bound nitrogen. Equilibrium calculations in­
dicating thermodynamically favored speciation at specified 
temperature, pressure, and elemental constituency predict 
exceptionally low total fixed nitrogen (non-N2 nitrogenous 
species) concentrations under fuel-rich conditions [4]. In fuel-
lean flames, equilibrium NOx values are extremely tem­
perature sensitive. At typical flame temperatures, equilibrium 
NOx levels can exceed 1000 ppm, whereas at typical boiler 
stack temperatures, equilibrium NOx concentrations are well 
below 1 ppm. However, because the kinetics which dictate the 
speed at which equilibrium is approached are slow, actual 

Contributed by the Air Pollution Control Division and presented at the Joint 
Power Generation Conference, Toronto, Ontario, Canada, September 30-
October 4, 1984. Manuscript received by the Air Pollution Control Division 
August 4, 1984. 
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Fig. 1 Chemical mechanism for NOx destruction by hydrocarbons 

NOx emission levels vary enormously from equilibrium 
predictions. 

There are two key factors associated with the reburning 
process. First, injection of secondary fuel creates a fuel-rich 
environment where the chemical driving force is shifted 
toward N2 formation rather than oxidation to NOx. The 
second key factor is that formation of hydrocarbon radicals 
from the secondary fuel provides a rapid chemical reaction 
pathway for approaching the equilibrium state. Figure 1 
(taken from [4]) describes the overall chemical mechanism for 
NOx destruction by secondary hydrocarbon injection. The 
key steps include initial nitric oxide (NO) destruction by 
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reaction with the methylidyne radical (CH) to form hydrogen 
cyanide (HCN). Subsequent reactions lead to ammonia (or 
NH, radicals) and eventually to the formation of N2. Any 
fixed nitrogen species which exit the fuel-rich zone are par­
tially converted to NO„ upon final air addition. 

Though the basic concepts associated with reburning 
chemistry are not new, development of the technology has 
occurred only recently. In 1981, investigators for Mitsubishi 
Heavy Industries (MHI) reported that application of the 
reburning technology MACT (Mitsubishi Advanced Com­
bustion Technology) to full-scale boilers resulted in NOx 
reductions of 50 percent, roughly independent of fuel type 
and initial burner NOx production [5]. Based on MHI claims, 
the United States Environmental Protection Agency (EPA), 
the Electric Power Research Institute (EPRI), and the Gas 
Research Institute (GRI) have initiated a multiscale research 
and development program to better understand the chemical 
and physical processes associated with reburning. 

As a part of this program, the EPA is conducting in-house 
studies to investigate the application of reburning to firetube 
package boilers. Tests performed on a pilot scale package 
boiler simulator (PBS) equipped with a low-NOx research 
burner have entailed extensive modification of boiler hard­
ware and boiler operating conditions to provide fundamental 
insight into the chemistry and physics of natural gas reburning 
(as reported in [6]). A series of experiments was then per­
formed on a commercial firetube package boiler to determine 
the representativeness of results obtained from the PBS tests 
and to assess the practicality of an actual retrofit application. 
These application tests are the subject of this paper. 

Experimental Approach 

In a conventional boiler, fuel and combustion air are in­
troduced coaxially through a burner (or burner set) located on 
the front firing face. With reburning, portions of the fuel and 
combustion air are diverted from the main burner(s) for 
injection into the boiler at selected downstream locations. In 
this way, the boiler radiant section is divided stoichio-
metrically into three zones: a fuel-lean primary zone, a fuel-
rich reburning zone, and a fuel-lean burnout zone. 

A North American scotch-type package boiler was used for 
reburning application tests. The three-pass boiler, 0.61 m (2 
ft) in internal diameter and 3.0 m (10 ft) long, has a con­
tinuous service rating of 1089 kg (2400 lb) of steam per hour. 
The North American swirl burner is capable of firing gas, 

light oil, and heavy oil and has a maximum rating of 733 kW 
(2.5 x 106 Btu/hr). The mechanical linkage for automatic 
control of air/fuel ratio with variation in load was discon­
nected from the burner and replaced with a manual ad­
justment that permitted independent control of primary flame 
excess air at any desired load. 

Reburning fuel and burnout air are injected into the boiler 
through a boom assembly inserted from the rear of the boiler 
down the firetube centerline. The boiler endplate, which 
provides access for maintenance, was modified with a 9.0-cm 
(3.5 in.) opening to allow for boom assembly insertion. The 
assembly consists of two telescoping booms, allowing for 
independent variation in the location of secondary fuel in­
jection and the rich zone length. The inner boom provides for 
radial injection of secondary natural gas plumbed directly 
from a 1.36-MPa (5 psi) supply line, and the outer concentric 
boom provides for radial addition of compressed air to 
complete combustion. Each boom is constructed of 304 
stainless steel and is water cooled. Figure 2 presents a 
schematic of the facility with the reburning booms installed at 
nominal locations. 

For this test series a No. 2 distillate oil and a No. 5 heavy oil 
were fired in the primary burner. Ammonia-doped and un-
doped natural gas was used as the reburning fuel to vary fuel 
nitrogen content. Total boiler load was held constant during 
the reburning tests, requiring that, as secondary load in­
creased, main burner load decreased. Testing consisted of 
measuring stack exhaust emissions (Oz, C02 , CO, and NO) 
for several single-parameter variation test series. The NOx 
monitor used was a TECO Model 10A chemiluminescence 
analyzer. 

Results and Discussion 

As discussed in the following paragraphs, baseline (without 
reburning) and parametric tests were conducted to charac­
terize reburning applied to a commercial firetube package 
boiler. Overall reburning NOx reductions of 50 percent and 
more were achieved with the optimization of a variety of 
process parameters, as discussed in the example that con­
cludes this discussion. 

Baseline Tests. Baseline testing consisted of measuring the 
exhaust NOx emission, centerline temperature profile, and 
visible flame length as a function of main burner firing rate 
for both distillate and heavy fuel oils. Exhaust NOx con-
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Fig. 4 Centerline temperature profiles for No. 5 fuel oil firing 

centration, measured on a dry basis and corrected to zero 
percent 0 2 , is presented in Fig. 3 as a function of the percent 
of full load. The full-load NOx emission level for the distillate 
oil (containing 0.01 percent nitrogen) is approximately 85 
ppm; for the heavy fuel oil (containing 0.14 percent nitrogen) 
the full load emission is 200 ppm. From Fig. 3 it is observed 
that exhaust NOx emissions decrease between 5 and 10 percent 
as primary load is dropped. This is characteristic of many 
applications where burner derating results in reduced flame 
zone mixing intensities and, hence, reduced NOx. 

With a practical burner, there is no well-defined flame 
shape. Primary flame length fluctuations of up to 0.5 m (1.6 
ft) were observed. The average flame length decreased 
noticeably with decreasing load, from 2.5 m (8.2 ft) at full 
load to 1.5 m (4.9 ft) at 75 percent of full load. The reduced 
primary flame length allows for secondary fuel injection near 
the end of the visible flame with sufficient boiler length 
remaining for reburning. Figure 4 presents axial temperature 
profiles as measured on the boiler centerline for the heavy fuel 
oil. Temperatures were measured with a suction pyrometer at 
25 cm (10 in.) intervals, with profiles recorded at five dif­
ferent firing rates. At the nominal secondary fuel injection 
point the centerline baseline temperature is about 1500 K 
(2290°F). Tests on the research boiler simulator indicate that, 
at this temperature, oil reburning leads to soot deposition on 
the water-cooled booms and on the boiler walls. Reburning in 
thermal environments less than 1600 K (2420 °F) should be 
restricted to gaseous fuels. 

Based on baseline tests, nominal operating conditions were 
defined. Heavy fuel oil was chosen as the nominal primary 
fuel because it provides an initial NOx level comparable to the 
nominal primary NOx concentration used in PBS testing. A 
nominal secondary fuel injection location of 1,52 m (60 in.) 
was defined based on flame length and temperature 
measurements. The final air injection location was selected to 
be 2.13 m (84 in.), providing a rich zone bulk residence time 
of approximately 200 ms. 

Reburning Tests. Single-parameter variation tests were 
conducted on the major reburning process variables, in­
cluding stoichiometry, initial NOx, reburn fuel nitrogen, and 
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Fig. 5 Natural gas reburning 

residence time. Baseline tests (without reburning) were 
conducted prior to and at the conclusion of each test series to 
define primary zone effluent composition. 

Initial NO and Rich Zone Stoichiometry. Figure 5 presents 
plots of reburn efficiency versus rich zone stoichiometry when 
firing No. 2 and No. 5 fuel oils in the main burner. The 
fraction of total boiler load contributed by the secondary fuel 
is shown as an alternate abscissa. Reburn efficiency is defined 
as the ratio of the exhaust NO emission with reburning to the 
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primary NOx emission at the reduced primary load. When 
compared to data obtained from PBS reburning tests under 
similar conditions, agreement is observed within the indicated 
data uncertainty bands. 

Tests have been performed wherein the secondary fuel 
injection patterns were varied. Included were trials where the 
secondary fuel was (1) injected radially outward from the 
centerline boom assembly, (2) injected circumferentially near 
the firetube wall, and (3) injected in a manner to achieve a 
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Fig. 8 Reburning application example on the North American boiler 

spatially uniform distribution of stoichiometry. For this 
broad variation in mode of secondary fuel addition, there was 
essentially no variation in the extent of NOx emission 
reduction by reburning [6], This observation, which requires 
experimental verification to be extrapolated to other boiler 
types, significantly simplifies the design of reburning retrofit 
hardware for the firetube package boiler class. As rich zone 
stoichiometry decreases, two factors contribute to improved 
NO reduction. First, the availability of more hydrocarbon 
radicals results in increased destruction of primary NO. 
Second, a larger portion of the fuel is consumed in an en­
vironment not conducive to NO formation. Thus, the low-
NOx secondary burner heat release "dilutes" the relatively 
high NOx primary burner effluent. This dilution component is 
strongly coupled to the destruction component of NOx 
reduction and cannot be straightforwardly isolated. 

Clearly, initial NOx concentration influences the degree of 
NOx reduction under a given set of reburning conditions. 
North American boiler tests yielded significantly smaller 
reductions for the low initial NOx condition than for the high 
initial NOx condition. For the distillate primary fuel con­
dition (initial NOx of 80 ppm), with 20 percent of the total 
load used for reburning, primary NOx is reduced by about 20 
percent; for the heavy fuel oil condition (initial NOx of 180 
ppm), a 40 percent reduction is realized under the same 
conditions. From results of PBS testing where initial NOx 
concentrations were varied from 50 to 500 ppm, reaction 
orders with respect to NOx between 1.5 and 1.6 were 
calculated for rich zone stoichiometries between 1.0 and 0.8. 
This contradicts the first-order reduction claims of the MHI 
investigators [5], It is concluded here that, for low initial NOx 
values (less than 200 ppm), other process parameters besides 
rich zone stoichiometry must be optimized to achieve' 50 
percent NOx reductions. 

Reburn Fuel Nitrogen. When ammonia is doped into the 
secondary natural gas stream, NO reductions are decreased 
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sharply. Figure 6 shows this data trend for ammonia doping 
of up to 1 percent. Though not directly comparable to fuels 
containing nitrogen (doping with a cyano compound like 
hydrogen cyanide would more closely model fuel-bound 
nitrogen evolution, but would also present increased safety 
hazards), these tests indicate that fuel nitrogen is an important 
factor in the reburning mechanism. 

Rich Zone Residence Time. Reburn zone length was varied 
from 0.3 to 0.6 m (1 to 2 ft) by shifting the location of the 
final air injection. Injecting the final air beyond 2.13 m (84 
in.) resulted in burnout zone residence times too short to 
achieve sufficient fuel burnout prior to thermal quenching, 
resulting in high CO stack emissions. Figure 7 shows that the 
limited residence time data obtained agree well with PBS 
results under similar test conditions. Detailed measurements 
in the PBS facility indicate that the characteristic kinetic time 
necessary for the rich zone species to approach an equilibrium 
is 50 ms. For a bulk residence time of 200 ms, the highest 
velocity rich zone streamtube has a rich zone residence time of 
50 ms. Geometrically similar to the PBS facility, it is 
suggested that a rich zone bulk residence time of ap­
proximately 200 ms represents a near-optimum reburn zone 
length in the North American boiler. 

Example. To put the above factors into perspective, an 
example is presented to show how reburning might be applied 
to achieve a significant level of NOx emission reduction. This 
example is presented schematically as Fig. 8. The initial 
condition selected is full-load operation firing No. 5 fuel oil at 
15 percent excess air. The NOx emission level at that condition 
is 233 ppm. The first step is to reduce the primary flame excess 
air from 15 to 10 percent. This reduces the exhaust NOx 
emission level to 200 ppm. Next, the boiler load is reduced by 
15 percent, holding excess air constant at 10 percent. This 
reduces the NOx emission level to 168 ppm. Thirdly, 
secondary flow of natural gas and final air is initiated to 
return the boiler to full load with a stack excess air of 10 
percent. Accomplishing the third step sets the fuel-rich zone 
stoichiometry at 0.94. This causes the exhaust NOx emission 
level to drop to 113 ppm. To return the overall excess air to 15 
percent, the final air flow rate is increased, causing the 
exhaust NOx emission level to increase to 115 ppm. 

In this example, overall NOx reduction via reburning is 
achieved by means of primary load reduction, primary excess 
air reduction, and the destruction and dilution effects of 
staged fuel combustion. The example illustrates a net 50 
percent reduction in NOx achievable by reburning, precisely 

the reduction claimed by Mitsubishi in [5]. It is noted that the 
50 percent NOx reduction is achieved by diverting only 15 
percent of the main burner load and that larger emission 
reductions are possible. This should result from further 
process optimization. 

Summary 

The results from the reburning application tests are 
summarized in the following two conclusions: 

9 NOx reductions of 50 percent and greater are achievable 
with the application of reburning to firetube package 
boilers. 

9 Retrofit modifications for natural gas reburning require 
minimal cost and effort. 

The input/output demonstration tests provide little insight 
into the chemistry and physics of reburning, but do verify 
results obtained from the fundamental PBS tests. Future 
testing will focus on the application of oil burning to firetube 
package boilers. 
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Fuel-Composition Effects on High-
Temperature Corrosion in 
industrial/Commercial Boilers and 
Furnaces: a Review 
In this review, literature relevant to the problems of deposits and corrosion in in­
dustrial/commercial furnaces and boilers is analyzed, and the facts are synthesized 
into a picture that addresses corrosion problems expected with the use of un­
conventional fuels. Corrosion is found to depend greatly on the phenomena oc­
curring during the combustion of fuel-oil sprays introduced into the furnace. In a 
first step, the drops that form the spray heat up and evaporate in a way that closely 
resembles a batch distillation process. Eventually, ignition and combustion occur 
with the subsequent change of the liquid fuel drops into carbonaceous, porous, 
sphere-like particles called cenospheres. In a second step, these cenospheres burn 
and the products of this combustion step determine the majority of the deposits on 
metal surfaces. This observation is very important since nonvolatile, non-
combustible, corrosive trace compounds existing in the initial fuel-oil drop will have 
a much higher concentration in the cenosphere than in the original fuel. Ac­
cordingly, it is recommended that the theoretical and experimental study of oil 
spray combustion, cenosphere formation, and cenosphere combustion in a cloud of 
cenospheres receive a very high priority. Corrosion by gases is found to be unim­
portant. Deposits are found to be much more corrosive when in liquid form, 
although corrosion by solid deposits is by no means negligible. As a result, it is 
suggested in the study that corrosion on highly polished metal surfaces should be 
studied in order to evaluate the potential of this method of inhibiting deposition and 
thus hindering corrosion. Recent advances in the theory of deposition from com­
bustion gases are also outlined in this study. The literature survey shows that the 
main corrosion-causing fuel constituents present in unconventional fuels are sulfur, 
alkali, vanadium, carbon and carbon monoxide, iron, and chloride. It is found that 
sometimes one of these compounds might act as a catalyst in corrosive reactions 
initiated by another compound, and therefore great care must be taken to identify 
the corrosion-causing compound in the deposits on metal surfaces. It is also found 
that in some cases a corrosive compound will inhibit the corrosive action of another 
corrosive compound. It is recommended that such situations be studied further so as 
to investigate the possibility of an optimum concentration of two such corrosive 
compounds that would minimize metal wastage. The problem of performing 
meaningful corrosion experiments is also addressed in this report and specific 
recommendations are made to achieve this goal. Finally, the effects of additives and 
the furnace operating conditions are discussed, and potential problems with both 
additives and new operating conditions are mentioned. The recommendations at the 
end of this study present a comprehensive set of areas to be investigated in order to 
better understand and be able to mitigate corrosion problems associated with un­
conventional fuels. High-priority experimental and theoretical studies are also 
outlined. 

I Introduction 
Corrosion is defined as the spontaneous oxidation of metals 

which is detrimental to industrial practice [1] thereby reducing 

Contributed by the Gas Turbine Division for publication in the JOURNAL OP 
ENGINEERING FOR GAS TURBINES AND POWER. Manuscript received by the Gas 
Turbine Division, August 1984. 

the service life of the metals. Thus "corrosion" is more of an 
engineering than a scientific term, since it tends to mean 
"harmful oxidation." A similar definition of corrosion is: the 
effect of unwanted chemical reactions on metals [2]. These 
processes are all governed by the thermodynamic instabilities 
experienced by the metals during service [1]. From the in-
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dustrial point of view, corrosion is associated with the 
removal of material from a metal surface. 

Corrosion costs the power industry in the U.S.A. about 
$6.3 billion/year [3], a significant percentage of the GNP. 
Estimates of a few years ago done by the Corrosion and 
Deposits Committee of the ASME showed that the direct out-
of-pocket cost of remedying the effects of external corrosion 
caused by deposits in boiler furnaces was $10 M/year [4]. 
Additionally, the loss of availability of the system during an 
unscheduled maintenance service can cost about $40,000/day 
for a 500-MW unit [4]. This points to the fact that solving 
corrosion problems is an important consideration in the 
running of a profitable operation. 

For this reason, corrosion from combustion products has 
been studied for many years and there is already an extensive 
compilation of literature abstracts available [5]. The work 
done so far has made an important contribution in identifying 
the specific problems of corrosion in various environments; 
however, much more needs to be done before a significant 
impact on the problem is made. 

However, from the point of view of using unconventional 
fuels, such as gas and liquids derived from coal, tar sand, and 
shale, very few data are available since the utilization of these 
fuels is projected only for the future and the specifications for 
these fuels are only presently being defined. Therefore, the 
only way to foresee corrosion problems associated with 
unconventional fuels is to analyze the probable composition 
of the fuels, identify the important chemical compounds, and 
research the literature for information about corrosion 
problems associated with these compounds in environments 
similar to those existing in industrial and commercial boilers 
and furnaces. 

Other literature associated with corrosion of utility-type 
furnaces or turbines is also sometimes relevant. This is 
because the difference between the industrial and commercial 
furnaces and the utility furnaces is mainly in the residence 
time of the fuel; since the residence time is associated with the 
distance from the injector, certain valuable information may 
be transferable from one situation to another. In general, 
corrosion problems in turbines are different from those in 
boilers because in furnaces, much dirtier fuels (i.e., fuels that 
contain a larger amount of impurities than the fuels presently 
used) can be used, and the combustion temperature and 
pressure are lower; however, some laboratory experiments 
performed for turbines might have a bearing on corrosion in 
industrial and commercial furnaces and boilers. 

Similarly, literature on coal-fired furnaces is also relevant, 
despite the fact that this report considers only gas and liquid 
fired furnaces and boilers. Since the fuels with broader 
specifications derived from coal, tar sand, and shale will have 
a higher percentage of carbon than the presently used fuels, 
they are expected to show some of the corrosion behaviors 
identified in coal-fired furnaces. 

The purpose of this study is to analyze the above-described 
literature and to synthesize the facts into a picture that will 
address the corrosion problems expected with the use of 
unconventional fuels. 

Three major factors are involved in the deposition of 
particulates and the subsequent corrosion of the underlying 
metal surfaces: 

1. the temperature of the metal and the gas stream 
2. the composition of substances in contact with the metal 

surfaces and the nature of the surfaces themselves 
3. aerodynamic considerations involving gas and particle 

velocity and the size of the deposited particles 

There is a consensus that gas phase high-temperature 
corrosion in oil-fired boilers is not an important factor. 
Severe problems are ecountered only when a liquid phase is 
present [3, 6]. Also, not all corrosion products that deposit 

Compounds 

Aluminum oxide, AI2O3 

Aluminum sulfate, Al2(S04)3 

Calcium oxide, CaO 

Calcium sulfate, CaS04 

Ferric oxide, Fe203 

Ferric sul fate, Fe2(SfJ4)3 

Nickel oxide, NiO 

Nickel sul fate, N1SO4 

Sil icon dioxide, SIO2 

Sodium sulfate, Na2S04 

Sodium Msul fate, NaHS04 

Sodium pyrosulfate, Na2S2C>7 

Sodium fer r ic sulfate, Na3Fe(SfJ4)3 

Vanadium t r iox lde, V2O3 

Vanadium tetroxide, V2O4 

Vanadium pentoxide, V2O5 

Sodium metavanadate, Na20»V2U5(NaV03) 

Sodium pyrovanadate, 2Na20-V2U5 

Sodium orthovanadate, 3Na2U'V2U5 

Sodium vanadyl vanadates, 

Melting Point,°K 

2072 

1044* 

2845 

1722 

1839 

753* 

2364 

1114* 

1994 

1158 

522* 

672* 

811 

2244 

2244 

964 

903 

914 

1122 

N a 2 0 . V 2 0 4 . V 2 0 5 9 0 0 

5Na20-V204.11V205 808 

"Decomposes at a temperature around the melting point. 

are undesirable, since some films formed through this process 
can actually improve heat transfer [3]. Some investigators 
have found that the choice between corrosion and the for­
mation of a protective film is decided by the free-energy 
criterion (the reaction preferred will be that which leads to the 
state of lowest energy) if the changes are slow [7]. When 
changes are rapid, an activation-energy criterion appears to be 
decisive [7]. 

There are eight types of corrosion, all of which can occur in 
industrial furnaces: galvanic, uniform, crevice, pitting, 
erosion, dealloying, intergranular, and stress. Corrosion is 
caused by impurities and trace metals existing in the fuel and 
it is accelerated by catalysis of trace materials in the presence 
of other compounds formed during combustion (e.g., sodium 
and potassium with sulfates [8], and vanadium with sodium 
oxides [9]). Additionally, there is evidence that the content of 
heavy metal (e.g., vanadium) is also important due to the 
potential to catalyze soot formation [10]. In return, soot 
seems to catalyze corrosion, concentrating the sulfur attack 
on the material [11]. 

For these reasons, when corrosion is investigated, two 
important aspects seem to emerge: (1) deposition of sub­
stances originally existing in the fuel or formed during 
combustion, and (2) corrosion of the metals by those deposits. 
Accordingly, this report is subdivided in two main parts 
dealing with deposits and corrosion respectively. In the part 
discussing deposits, the compounds that deposit are briefly 
identified and reference is made to existing deposition theories 
and work in progress. In the part discussing corrosion, the 
chemical composition of the deposits is described in more 
detail so as to identify the several paths that may lead to 
corrosion. Additionally, the effect of chemical composition, 
additives, and operating conditions is discussed in 
relationship to broad-specification fuels. Experimental 
techniques and corrosion theories are discussed as well. 
Finally recommendations are made on what needs to be done 
to mitigate the problem of high-temperature corrosion in 
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Table 2 Characteristics of deposition over the spectrum of particle sizes [15] 

Size 

vapors 

(SxlO'^dp >10"\im 

subcHtlcal 
(ca_. 10"3<dp< 10 pm) 

supercritical 
(ca. d >10um) 

Deposition Mechanism 

F1ck diffusion 

eddy diffusion 

Soret diffusion 

Brownlan diffusion 

eddy diffusion 

thermophoresls 

eddy Impaction 

inertial impaction 

Typical Characteristics 

dp less than mainstream 
temperature 

low deposition efficiency 

weak thermophoretlc (Soret) 
effect 

dep. rate plateau at T well 
below dp 

lowest deposition (collection 
efficiency) 

large thermophoretlc effect; 
rate more linear in T„-Tw 

apparent dp equal to main­
stream T 

Inertial "enrichment" effects 
below threshold for inert.ial 
Impaction 

no apparent dp 

highest deposition efficiency 
(<. 100*) 

no thermophoretlc effect rate 
insensitive to T„ -T„ 

industrial/commercial furnaces and boilers using broad-
specification fuels. 

II Formation of Deposits During Combustion of 
Petroleum Oils 

(A) Background. The constituents in the original crude oil 
which form deposits during the combustion process go 
through the refining process practically unchanged. Residual 
oil (main fuel used in steam-generating plants) usually has an 
ash content of 0.1 percent (ash here refers to the deposit-
forming constituents). Nevertheless, this small amount of ash 
can be the cause of serious deposit and corrosion problems in 
furnaces. 

Ash-forming constituents in the crude oil are introduced 
[12]: 

(a) by the animal and vegetable matter from which the oil 
was formed; 

(b) from contact of the oil with underground rock structure 
and brines; and 

(c) during production, storage, and handling. 
Sodium and vanadium are the most significant elements in 

petroleum oils because they can form complex compounds 
having low melting points (522-964K) as shown in Table 1. 
Tube-metal temperatures (800-866K) encountered in furnace 
and superheater tube banks of many oil-fired boilers [12, 13] 
exceed the melting temperature of many of the compounds. 
However, because of its complex chemical composition, fuel-
oil ash seldom has a single melting point, but rather melts over 
a wide range of temperatures. 

During combustion, the organic vanadium compounds in 
the oil thermally decompose and oxidize in the gas stream to 
V203 and V205. Although complete oxidation may not occur 
and there may be some dissociation, a large part of the 
vanadium originally present in the oil exists as a vapor phase, 
V2Os, in the flue gas. 

The sodium, usually present as NaCl in the oil [13], 

vaporizes and reacts with sulfur oxides either in the gas stream 
or after deposition on tube surfaces. Subsequently, reactions 
take place between the vanadium and sodium compounds 
with the formation of complex vanadates having melting 
points lower than those of the parent compounds, for 
example: 

Na2S04 + V205—^2NaV03 +S03 

\ \ I 
melting points 1158K 964K 902K 

Excess vanadium or sodium in the ash deposit (above the 
necessary quantity for the formation of sodium vanadates) 
may be present as V205 and Na2S04. 

The sulfur in the oil is progressively released during 
combustion and is promptly oxidized to sulfur dioxide (S02). 
A small amount of sulfur dioxide is further oxidized to S03 
by atomic oxygen present in the flame zone. Also catalytic 
oxidation of S02 to S03 may occur [13] as flue gases pass 
over vanadium-rich deposits. 

Recent experiments by Jackson [14] indicate that the rate of 
deposition of oil ash and additive components onto con­
vection tubes is such as to progressively deplete the flue gases 
of inorganic material during passage through the boiler. 
Thus, the upstream tubes receive more material and though 
much of this exfoliates from at least the high-temperature 
superheater during operation, experience shows that the net 
amount of deposit is greater at the gas inlet, where gas 
temperatures are higher. Of the order of 1/3 of the ash is 
retained in the boiler as deposits [14], the rest being 
discharged as fine dust in the flue gas or as coarse dust and 
deposit debris in the collecting hoppers, whether sootblowing 
is practiced or not. The greater thickness of deposit on the 
superheater inlet tubes reduces heat transfer and results in the 
outer portions of the deposits achieving temperatures close to 
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those of the flue gas. This in turn accelerates differentiation 
of the deposit constituents, leading to high concentrations of 
the more volatile and corrosive sodium and vanadium 
compounds close to the tube metal. It also allows the outer 
parts of the deposit to act as catalyst for the oxidation of SOz 
to S03; the greater bulk of the deposits allows better transfer 
of material between gas and deposits. 

In the absence of significant proportions of magnesium, 
sodium appears to deposit on high-temperature surfaces 
according to convective mass transfer theory. Diffusion of 
vapor of sodium hydroxide or sulfate through the boundary 
layers appears to dominate. 

Addition of magnesium to the fuel, at a proportion of three 
to five times (by mass) the sodium, increases the deposition 
rate of sodium, by a factor of two to three. This could be 
explained by depression of the vapor pressure of sodium 
compounds in the particulate solids arriving at the 
superheater. 

An ash particle that is in a sticky, semimolten state at the 
tube surface temperature may adhere to the tube if it is 
brought into contact by the gas flow over the tube. Even a dry 
ash particle may adhere due to mutual attraction or surface 
roughness. Such an initial deposit layer will be at a higher 
temperature than that of the tube surface because of its 
relatively low thermal conductivity. This increased tem­
perature promotes the formation of adherent deposits. Thus, 
fouling will continue until the deposit-surface temperature 
reaches a level at which all of the ash in the gas stream is in a 
molten state so that the surface is merely washed by the liquid 
without freezing and continued buildup. 

In experimental furnaces it has been found that the initial 
rate of ash buildup was greatest when the sodium-vanadium 
ratio in the fuel oil was 1:6, but an equilibrium thickness of 
deposit (1/8 to 1/4 in. thick) was reached in approximately 
100 hr of operation. When the fuel oil contained more 
refractory constituents such as silica, alumina, and iron oxide 
in addition to sodium and vanadium, an equilibrium con­
dition was not reached and the tube banks ultimately plugged 
with ash deposits. However, these ash deposits were less 
dense, i.e., more friable than the glassy slags encountered 
with a 1:6 sodium-vanadium fuel oil. Both the rate of ash 
buildup and the ultimate thickness of the deposits are also 
influenced by physical factors such as the velocity and 
temperature of the flue gases and particularly the tube-metal 
temperature. Geometry effects seem to be negligible [11]. 

In predicting the behavior of a residual oil insofar as 
slagging and tube-bank fouling are concerned, several fuel 
variables are considered including (1) ash content, (2) ash 
analysis, particularly the sodium and vanadium levels and the 
concentration of major constituents, (3) melting and freezing 
temperatures of the ash, and (4) the total sulfur content of the 
oil. Applying this information in boiler design at the present 
time is largely a matter of experience. 

(B) Recent Advances in the Theory of Deposition From 
Combustion Gases 

Mechanisms of Mass Transport. Rosner [15] classified the 
deposition mechanisms of combustion products for a typical 
pulverized-coal furnace situation according to the particle size 
and depending on whether the dew point (dp) of the products 
is less or greater than the mainstream temperature. Table 2 
shows such classification. 

Rosner's classification indicates that vapor transport is 
associated with: a dew point (dp) less than the mainstream 
temperature, above which deposition does not occur; low 
deposition efficiency (77) and low sensitivity to boundary layer 
temperature difference (ATBL). 

Small particle capture is characterized by an apparent dp 
equal to the mainstream temperature, even lower r\ values 
than those for smaller particles, and a spatial dependence 
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similar to that for vapor capture but with increased sensitivity 
toAT^. 

In contrast to the above two regimes, the large size (iner-
tially dominated) capture is associated with: the absence of an 
apparent "dew point"; rj values which can approach 100 
percent for "sticky" collisions, preferential deposition on 
"windward" or "pressure" surfaces, and insensitivity of 
deposition rate to (AT) BL except via the sticking coefficient. 

Prediction of Deposition Rates of Small Particles, Rosner 
[15] proposed a model for predicting the deposition rates for 
vapors and small particles which have negligible inertial 
effects. The model neglects chemical reaction, condensation 
and coagulation within the thin mass transfer boundary layer 
adjacent to the deposition surface. Since small particles 
participating in the deposition process are often present in 
only trace amounts, for each such species, or particle size 
class, /, present in local mass fraction mlt the diffusion mass 
flux /, " can be written as 

j . " = -£),5(grad w, + ar,,m, grad In T) (1) 

where Z), is the Fick or Brownian diffusion coefficient and 
otTj is the dimensionless thermal (Soret) diffusion coefficient. 

Inertial Effects on Particle Deposition. Inertial effects on 
particle deposition are significant in the case of larger par­
ticles which are unable to "side-step" walls or obstacles. 
Predictions of the deposition rate are based generally on 
trajectory analysis. Existing work shows [16] that deposition 
(by impact) becomes impossible below a critical value of 
Stokes number 

S = 6 - ^ (2) 

where 5p, dp are particle density and diameter; U is the gas 
stream velocity and fx is its viscosity; L is a characteristic 
dimension of the target. Impaction rates at higher than 
critical values of Stokes number are geometry and Stokes-
value dependent. These rates are usually expressed as im­
paction efficiencies defined as the fraction of the mainstream 
particle mass flow rate through the projected area of the 
target which actually strikes the target. 

Israel and Rosner [17] have recently found that inertial 
effects strongly influence local deposition rates even well 
below the critical value of Stokes number. 

A detailed description of the mechanisms of deposition has 
also been published [18]. 

Ill Corrosion Problems in Furnaces and Boilers 
In this section, the impact of fuel flexibility on corrosion in 

furnaces and boilers will be addressed; as it was mentioned in 
the Introduction, this is the second of two aspects of the 
general problem of corrosion in furnaces and boilers. 

There is a basic difficulty in separating the effects of one 
fuel compound compared with another because many 
compounds are found together in deposits on metal surfaces, 
and some trace compounds act as catalysts in the reaction of 
other compounds. Therefore, great care must be taken in 
differentially analyzing experimental results in order to 
identify the compound causing corrosion under certain 
conditions. This brings up the problem of the difficulty in 
performing relevant corrosion experiments. 

(A) Corrosion Experiments. There are basically three ways 
of obtaining information on corrosion: (1) recording what 
happens in a real furnace, (2) setting up a moderately large 
experimental combustor operated under more closely con­
trolled conditions than is possible for an operating boiler, and 
(3) setting up a small-scale laboratory experiment. The most 
useful results as far as relevance to fundamental information 
on corrosion processes occurring in furnaces and boilers are 
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Table 3 Vanadium, nickel, and sodium content of residual fuel oils 

(parts per million by weight) [13] 

Na?S0a DEPOSITION 

Source of 
Crude Oi l 

Africa 

1 
2 

Middle East 
3 
4 
5 

United States 
6 
7 

Venezuela 
9 

10 
11 
12 
13 

5.5 
1 

7 
173 

47 

13 
6 

11 

57 
380 
113 

93 

51 
10 

6 
13 
60 
21 

350 
120 

72 
70 
49 
38 

Table 4 Representative residual fuel analysis [23] 

Sul fur , * 

Carbon, % 

Hydrogen, % 

Nitrogen, % 

API gravity 

V i s . SS 9 38°C (100°F) 

Con carbon, % 

Hexane insoluble , % 

Ash, I 

Trace metals, ppm 

Vanadium 

Nickel 

Sodium 

Iron 

Conven­
t iona l 

high su l fur 

2.2 

86.25 

11.03 

0.41 

17.3 

3138 

12.51 

10.33 

0.08 

350 

41 

25 

13 

Interme­
diate 
sul fur 

0.96 

87.11 

11.23 

0.26 

21.5 

586 

5.64 

4.72 

0.04 

155 

20 

10 

9 

Low 
sul fur 

0.50 

87.94 

11.75 

0.16 

24.7 

225 

2.43 

2.25 

0.02 

70 

10 

<5 

<5 

Table 5 Sulfur content in fractions of Kuwait crude oil [13] 

Fract ion 

Crude o i l 

Gasoline 

Light naphtha 

Heavy naphtha 

Kerosine 

Light gas o i l 

Heavy gas o i l 

Residual o i l 

D i s t i l l a t i o n 
Range, °K 

— 
324-396 

398-422 

426-470 

480-511 

520-542 

554-579 

582-771 

Total Sulfur 
% by Weight 

2.55 

0.05 

0.05 

0.11 

0.45 

0.85 

1.15 

3.70 

Source, Article by F.E. Hixon, Shell Refining and Marketing Co., Ltd. 

Chemistry and Industry, March 26, 1955, page 333. 

obtained from the second type of setup [4]. This is because 
even though field testing is simple, it has the drawback of 
generally not having the gas phase well enough characterized 
in terms of composition and temperatures [19]; also, results 
can be obtained only after very long operation times. On the 
other hand, small-scale laboratory experiments, although 
necessary, have the drawback of generally not being able to 
reproduce the dynamic variations of temperature and 
composition, especially the short time temperature fluc-

Na2S04 MODIFIED 
BY REACTION 

WITH SUBSTRATE 

OXIDE 
FORMATION 

SULFUR 
ENTERS 
ALLOY 

BASIC 
FLUXING 

PROTECTIVE 
OXIDE 

FORMATION 
ACIDIC 

FLUXING 

Ni 
Co 
CO-25A1 
N1-25A1 
N1-35Cr 

CO-25A1-12W 
Ni-17Cr- l lAl -
Co-25Cr-6A] 
Co-17Cr-12Al-
Ni-5Cr 

.5Y 

.5Y 

NI-25A1-12W 
C.O-25A1-12UV 
Co-25Cr-12WV 

N1-30Cr-6AVC 
Ni-17Cr-l lAl- .5YV 
C0-25A1V 
N1-25A1V 
Ni-15Cr-6Al 

Vcyc l ic test 

Depending on i t s composit ion, an a l l oy may form a pro tec t ive or a 
non-protect ive oxide scale. Non-protect ive scales may form as a 
resu l t of basic f l u x i n g , acid f l u x i n g , or formation o f su l f ides 
w i t h i n the a l l oy ( s u l f i d a t i o n ) . 

Fig. 1 Schematic diagram illustrating the processes which can occur 

after Na 2 S0 4 deposited on a neutral or alloy [22] 

-

-

-

- n - D 

I I 

—a 

i i 

^ — ° 

I i 

-

j\ 
-

FUEL SULFUR CONTENT, wt« 

Fig. 2 Sulfur level versus fuel asphaltene and ash content [23] 

tuations, occurring in a real furnace [20, 21]. For this reason, 
when setting up a small-scale experiment, great care should be 
given to the thought of how to reproduce in a small time scale 
what happens in a long time scale in a real furnace. In par­
ticular, corrosion testing must be standardized [19], so that 
the material is exposed to a cyclic variation reproducing the 
situation in an operating furnace. 

The standardization of experiments has the additional 
advantage of allowing the unification of various hot-
corrosion theories. The importance of using the same 
materials and the same test conditions is illustrated by the fact 
that catastrophic oxidation rates are usually one to two orders 
of magnitude greater than normal oxidation rates, whereas 
accelerated oxidation rates are only one to two times greater 
than normal oxidation rates [22]. For example, Fig. 1 shows 
different processes which may occur after sodium sulfate 
deposits, depending upon the conditions. In order to properly 
reproduce conditions in a real furnace, a cyclic laboratory 
corrosion test with a semicontinuous Na2S04 deposition is 
needed. 

(B) Fuel Composition. To appreciate the future corrosion 
problems associated with unconventional fuels, one should 
consider ash composition of both fuel oil and coal, since some 
unconventional fuels will be derived from coal. 

(/) Fuel-Oil Ash. The ash content of residual fuel oil is 
usually below 0.2 percent; however even this small quantity of 
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Table 6 Typical range of major constituents in residual fuel oil 
leading to corrosion and deposits [4] 

Table 9 Elemental composition of several fuels [25]* 

In residual fuel o i l 
(ppm) 

In oil ash 
(%) 

Vanadium 

Sodium 

Sulfur 

0-500 as V 

2-300 as Na 

1000-40,000 as S 

0.40 as V2O5 

0.1-30 as Na20 

0.1-40 as SO3 

Table 7 Usual range of ash composition in American coals [4] 

Component Percentage 

Si02 

A1203 

T102 

Fe203 

CaO 

MgO 

Na20+K20 

S03 

20-60 

10-35 

0.5-2.5 

6-35 

1-20 

0.3-4 

1-4 

0.1-12 

COAL ASH 

36, 

26, 

5, 

19. 

5. 

0. 

1. 

2. 

.6 

.8 

,9 

,2 

.5 

,8 

,2 

.5 

Table 8 Composition of coal ash (typical analysis) [24] 

PERCENT 

S1O2 

Fe203 

S03 

A1 20 3 

CaO 

MgO 

Na20 

K20 

ash can produce catastrophic high-temperature corrosion in 
boilers. The elements most responsible for this are vanadium, 
sodium, and sulfur [13]. In general, the ash content increases 
with the asphaltic constituents—the insoluble hexane present 
in the fuel. Table 3 shows the variation of the quantities of 
vanadium, nickel, and sodium according to the source of 
crude oil, while Table 4 shows how the sulfur content (as well 
as other constituents) can change according to the residual 
fuel. Most of the metallic compounds, as well as a con­
siderable part of the sulfur compounds, are concentrated in 
the distillation residues, as shown in Table 5. In fact, there 
seems to be almost a linear variation of the ash plus 
asphaltene content versus the sulfur content of the fuel, as 
illustrated in Fig. 2. 

The reasons that such small quantities of impurities in the 
original fuel oil can cause severe corrosion problems is that 
the deposits in fact contain much higher concentrations of 
these compounds, as shown in Table 6, due to the way in 
which ash is released during combustion. Typically, the 
atomized fuel oil burns in two stages [13]. First, the volatile 
compounds are evaporated and burned, leaving behind a 
porous coke residue, the cenosphere. The hexane-insoluble 
material is considered to be the precursor of the cenosphere 
[23]. In the second phase, the fuel is the cenosphere which 
now contains a much higher percentage of impurities by 
weight than the original fuel. Release of ash from the 
cenosphere is associated with the rate of oxidation of the 
carbon which is the main constituent of the cenosphere. This 
in turn depends upon the porosity of the cenosphere, the 

ELEMENTAL COMPOSITION 
NO. 2 NO. 6 

FUEL OIL FUEL OIL 

C (WT %) 

H 

N 

S 

0 

ASH 

84.59 

8.84 

0.85 

0.20 

5.43 

0.002 

88.98 

7.64 

1.03 

0.39 

1.9 

0.058 

86.4 

13.3 

0 

0.3 

0 

0.001 

87.2 

11.96 

0.46 

0.47 

0.86 

0.008 

Table 10 Trace elements in shale oil and solvent refined coal com­
pared to coal and residual fuel oil [26] 

Residual 
Fuel Oil 

Fe (10-tkg/kg) 

Co (10-9kg/kg) 

Zn (10-9kg/kg) 

Cu (lO-'kg/kg) 

Cr (10-9kg/kg) 

Se (10-9kg/kg) 

As (10-9kg/kg) 

Sb (10-9kg/kg) 

Cs (10-9kg/kg) 

Rb (lO-'kg/kg) 

Sc (10-9kg/kg) 

Eu (10-9kg/kg) 

Br (lO-'kg/kg) 

Hg (10-»kg/kg) 

CI (10-6kg/kg) 

Ni (10-«kg/kg) 

V (10-6kg/kg) 

Na (10-6kg/kg) 

T1 (10-6kg/kg) 

S (*) 

5.35 

96.3 

73.0 

-
21.9 

252 

15600 

4.38 

9.3 

75.0 

-
0.88 

-
1.0 

-
-

17300 

3700 

-
-

14000 

1530 

13600 

500 

890 

22400 

2800 

292 

3510 

56 

260 

20.0 

30.1 

148 

530 

4.34 

68 

310 

-
-

2680 

148 

1390 

74 

23 

570 

130 

13 

3950 

25 

160 

2. 

4. 

9. 

465 

0. 

7 

63 

55 

74 

4.6 

320 

1000 

-
70 

90 

55 

4 

-
-
2 

2 

220 

4.0* 

40 

12.5* 

87 

33 

-
0.32* 

•Values for Canadian Residual Fuel 011 

surrounding temperature and oxygen available, which are 
functions of the density of cenospheres in the volume in which 
they burn. 

(2) Coal Ash. Inherent mineral matter in U.S. coal seldom 
exceeds 2 percent by weight [4], and it is composed of the 
elements that were originally present in the plants yielding the 
coal. Extraneous mineral matter in the coal results from 
sedimentation processes and from inorganic solids left by 
water that passed through the sediments [4]. Tables 7 and 8 
show compositions of coal ash. The information in these 
tables is relevant here only from a qualitative point of view, 
since it is not expected that unconventional fuels extracted 
from coal will produce the same amounts of ash constituents. 
In fact, some detailed data on SRC-II fuels [25] presented in 
Table 9 show that the ash content varies greatly with the 
distillate and sometimes compares with that of fuel oil. Table 
10 additionally shows a comparison of trace elements of 
various broad-specification fuels. Since no other information 
exists for future dirtier fuels extracted from coal, the present 
review will necessarily have to be much more speculative on 
this subject. 

For future fuels extracted from shale and tar, information 
on ash deposits is also not available. Therefore, the assump­
tion will be made that, similar to the coal-extracted fuels, the 
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Table 11 Forms of sulfur in American coals [6] 

Forms of Sulfur, percent 

Pyritic Organic 

Total Sulfur, 

percent 

0.19 

0.39 

0.56 

0.73 

0.87 

1.61 

1.76 

2.17 

0.57 

0.57 

0.65 

0.74 

1.26 

0.86 

1.85 

1.80 

0.02 

0.03 

0.01 

0.05 

0.03 

0.04 

0.06 

0.04 

0.78 

0.99 

1.22 

1.52 

2.16 

2.51 

3.67 

4.01 

carbon content will be greater for these new fuels and most of 
the ash constituents will be those shown in Table 10. 

(3) Effects of Various Fuel Constituents, (a) Sulfur. 
Generally, the amount of sulfur in residual fuel is about twice 
that of the crude oil from which it comes, although this 
depends upon the refining practices [6]. Some investigators [6] 
consider that of sulfur, vanadium, and the alkalies, sulfur is 
the major offender in corrosion and it is involved most 
frequently because it exists in both oil and coal. Also, 
compounds of sulfur with iron, oxygen [4], and alkali are the 
worst offenders in the wastage of metals and frequently in the 
accumulation of deposits. 

Tables 4, 5, and 11 show respectively the sulfur content of 
oils and coals. 

S03 is considered a major factor in corrosion [4], During 
combustion, pyrites are dissociated thermally and with the 
organic sulfur in the coal, react with 0 2 , forming mostly S02 
and S03. These react with sodium and potassium oxides 
(Na20 and K20) formed in the high-temperature flame to 
form sodium or potassium sulfates. These sulfates are low-
temperature melting materials which deposit on tubes, attract 
other ash particles, and eventually build up thick deposits on 
tubes. Alkali sulfates and S03 react to form complex sulfates 
which melt at about 900K in a high-S03 (about 1000 ppm) 
atmosphere. 

It is interesting to point out that the large S03 con­
centration needed for the formation of alkali iron trisulfates 
does not exist in the bulk gas stream, but only near the surface 
of the metal [24]. Experiments have confirmed that beneath 
deposits where gas velocities are low, approaching stagnation, 
the S03 concentration can be 30 times or more greater than in 
the bulk, rapidly moving gas stream. Thus, enough S03 is 
easily available for the reactions forming the corrosive 
trisulfates on metal surfaces. These reactions forming 
trisulfates will also be discussed in the next section. 

(b) Alkali Metals. Alkali metals such as sodium and 
potassium have a detrimental influence when present in fuel 
[8], whereas alkaline earth compounds such as Ca and Mg can 
have a beneficial influence [8]. The concern is here con­
centrated on the corrosive alkali. The influence of Ca and Mg 
will be discussed in the section presenting the effect of ad­
ditives. Sodium and potassium are volatilized at high tem­
perature from the mineral matter, forming Na20 and K20. 
They react with sulfur oxides to form low-melting-point 
materials which deposit on tubes and attract other ash par­
ticles, thus building up deposits [8], 

The vapor pressure of K20 is much higher than that of 
Na20 (i.e, K20 is much more volatile than Na20), and thus 
although coals in the U.S.A. have about equal proportions of 
K and Na on a molar basis, deposits formed by condensation 
generally contain considerably more K20 than Na20 [6]. 
Potassium-rich sulfates are much more corrosive than sodium 
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Fig. 3 Mechanism of corrosion of wall tubes by sulfate deposits [30] 

sulfates [27]. According to recent findings [24], the total 
sodium content of coals is less important than the ratio of 
potentially volatilizable potassium to sodium in the boiler 
flame. Potassium might originate in coal flames from silicate 
coal minerals containing potassium [27]. The release of 
potassium results from an exchange reaction whereby 
potassium in the silicates is partly replaced by sodium, and up 
to 40 percent of potassium can be transferred into the vapor 
phase. This potassium is converted to sulfate and together 
with sodium sulfate can form a corrosive medium of low-
melting sulfates for dissolution of protective oxide layers on 
boiler tube steels [27]. Alkali sulfates have also been im­
plicated as the cementing agent that bonds the initial deposit 
to the tubes [28]. The reason for this is that alkali sulfates 
form melts on the metal surface which can support elec­
trochemical corrosion of the metal [3]. 

Sodium causes most trouble when it is present as a chloride 
because it is readily volatilized when the fuel oil is burned [6]. 
For example Na2S04 can be formed by reaction between 
NaCl and sulfur oxides [9]. Basic studies [29] show that when 
sodium is introduced as oxalate and sulfur introduced as S02 
into premixed hydrocarbon-air flames at levels corresponding 
to those found in combustion gases from certain coals, they 
form deposits consisting essentially of Na2C03, Na2S03, and 
Na2S04, all in solid phase. In rich flames, Na2C03 is the 
main compound, whereas in lean ones Na2S04 predominates. 
At intermediate stoichiometrics, Na2S03 is the main com­
pound. 

Figure 3 shows a postulated scheme for the corrosion 
mechanism of alkali sulfates. 

An interesting observation has been that small amounts of 
lithium (0.5-1.0 percent) exist in "enamel" deposits of more 
corroded tubes; enamel results from the reactions of alkali-
metal sulfates with SO3 and Fe203 [30]. The role of lithium as 
a catalyst has not yet been established. 

Small amounts of lithium compounds have also been found 
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Fig. 5(b) Percent consumption versus log oxygen consumption at 
1143K for alloys N 3 ,1 , and S exposed respectively for 3 hr, 3 hr, andl hr 
to the corrosive mixture [32] 

Fig. 5(c) Percent consumption versus log oxygen consumption at 
1093K for alloys N 3 ,1 , and S exposed respectively for 3 hr, 3 hr, and 1 hr 
to the corrosive mixture [32] 

Fig. 5(a) Percent consumption versus log oxygen consumption at 
1223K for alloys N 3 ,1 , and S exposed respectively for 3 hr, 3 hr, and 1 hr 
to the corrosive mixture [32] 

in boiler furnace deposits of alkali iron trisulfates, mainly 
K3Fe(S04)3 and Na3Fe(S04)3 [4]. Alkali iron trisulfates are 
formed by reaction of S03 with Fe203 and either K2S04 or 
Na2S04, or with mixed alkali sulfates. As has been discussed 
previously, the amount of S03 needed for this reaction largely 
exceeds the amount of S03 formed in the flame. It has been 
postulated, and subsequently proved [31] that the additional 

S03 needed for this reaction is formed through heterogeneous 
catalysis. 

At present, two possible mechanisms for metal wastage 
involving alkali iron trisulfates have been postulated [4] in 
terms of competitive scale or film forming and destroying; 
both of these mechanisms might take place, but it has not yet 
been established which one predominates under certain 
conditions. 

(c) Vanadium. Vanadium is an impurity of lower cost fuel 
oils [9] and it is not found in coal. As it was previously ex­
plained, even though a fuel droplet might contain less than 1 
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ppm V, the char yielded by its combustion could contain more 
than 500 ppm V, because of distillation processes occurring 
during evaporation and combustion [9]. 

During combustion of low-grade distillates and residual 
fuels, vanadium present in the fuel is oxidized to V205, which 
in liquid form (melting point 963K) markedly increases the 
rate of metal oxidation [9]. 

Traces of vanadium also increase the severity of sulfidation 
problems [9]. For example, condensed V2Os and condensed 
Na2S04 may react to form eutectic mixtures which are highly 
corrosive. Figure 4 shows that the melting point of almost any 
proportional combination of V205 and Na2S04 is below 
870K and thus prone to cause corrosion in furnaces. Fur­
thermore, Fig. 5 shows how these mixtures affect corrosion at 
various temperatures. There seems to be a threshold beyond 
which the addition of Na2S04 (for example) decreases the 
corrosivity of V2Os. It is thought that Na2S04 in small 
amounts increases oxidation by controlling the fluidity of the 
molten slag at lower temperatures, but acts as a diluent at high 
concentrations and temperatures [32]. 

Vanadium may also present a problem when the fuel 
containing it is burned in air that contains small amounts of 
sea salt. This is because NaCl can react with both V205 and 
S02 in the gaseous phase forming sodium vanadates. Gaseous 
sodium vanadates slightly increase the rate of oxidation of 
superalloys, whereas condensed NaV03 increase the rate of 
oxidation by more than an order of magnitude [9]. The effect 
of V205 on the dewpoint of Na2S04 in the presence of NaCl 
is shown in Fig. 6. 

There is not yet a consensus on how vanadium compounds 
lead to metal wastage, although three mechanisms have been 
proposed [4]. However, it is generally agreed that a liquid film 
speeds up the corrosion rate and thus the problem will be 
more severe when the vanadate has a melting point lower than 
the temperature of the metal substrate [4]. The degree of 
attack is controlled by: 

1. the extent of the corrosive vanadium compounds at the 
metal/oxide interface, and 

2. the diffusion rate of 0 2 to the metal oxide interface. 

Corrosion of IN 738 by 
Na-SO^ - Graphite Mixtures 

60 

Graphi te (325 mesh) 

Fig. 7 Effect of graphite additions to Na2S04-induced corrosion of 
IN 738 alloy: corrosion penetration depth (microns) after 6 hr in air at 
1173K versus graphite concentration in salt mixture [33] 

The main corrosive constituents are either free vanadium 
pentoxide or sodium vanadate, the former being the more 
aggressive [32]. 

It is to be pointed out that the nature of the oxide growth at 
the material surface is very important because it may alter 
scale porosity, thus hindering rapid diffusion of 0 2 to the 
oxide/metal interface [32]. An interesting situation is that of 
the nickel base alloys that have a low oxidation rate due to the 
formation of Ni3(V04)2. This oxide, which has a relatively 
high melting point and stability and also a relatively low 
porosity, plugs the pores of the metal/oxide interface making 
it unavailable to further oxidation and thus hinders corrosion. 

(d) Carbon and CO. Sooty deposits containing carbon 
might result from several phenomena occurring in the 
combustion zone of a furnace. These are incomplete mixing 
of the two phases yielding carbonized uncombustible fuel 
drops or solid carbon particles, uncombusted gaseous 
hydrocarbons which decompose catalytically on hot alloy 
surfaces, thermal cracking of high molecular weight fuel 
constituents, and incomplete mixing in the gas stream. As a 
result, hard, dense carbon layers that are only slowly oxidized 
by the combustion gases might form, and these would ob­
viously persist for a long time [33]. 

Carbon deposition enhances hot corrosion in various ways. 
First, solid carbon reduces sodium sulfate (Na2S04) con­
densate to corrosive sulfide (Na2S) as shown in Fig. 7. It was 
shown that this reduction is much more readily accomplished 
in the presence of solid carbon than in a gaseous methane 
atmosphere [33], for example. However, even low gas phase 
concentrations of hydrocarbons, such as methane, result in 
accelerated hot corrosion of nickel-base alloys by SO'2 and 
condensed Na2S04. The reduction of Na2S04 to Na2S 
depends upon the temperature, the particle size, and structure 
of the carbon deposit [33]. These last two points are 
illustrated in Figs. 8 and 9. Figure 10 shows that for a given 
type of carbon deposit, the effect on hot-corrosion rates 
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this presumably occurred because very fine cristallites are
oxidized rapidly and coarse flakes are relatively unreactive
toward sodium sulfate [33].

In general, it was found that carbon enhances sulfur ac­
tivity and that the effects persist for long periods, even when
the overall gaseous environment is intensely oxidizing [33].

The effect of solid carbon is dependent not only upon the
combustion process, but also upon the composition of the
alloy used as wall material. Generally, increased Cr and Al
content gives increased corrosion resistance, although Al
additives seem to be less effective than Cr in combating the
combined effect of C and Na2S04. With high initial con­
centrations of carbon, alloys having even high Al content
were shown to be severely corroded [33]. Also, alloys that are
resistant to corrosion by Na2S04 due to their high Cr content
became vulnerable to corrosion once a small amount of
carbon is deposited [33].

Carbonaceous deposits from the combustion of crude oil,
residual fuels, and coal tar have been proved to have an even
more detrimental effect on hot corrosion than pure carbon.
These deposits contain a volatile tarry constituent which
readily reduces sodium sulfate to sulfide, thereby producing
intense sulfidation conditions [33].

A general type of catastrophic metal deterioration that is
observed in presence of carbonaceous gases at elevated
temperatures has been termed "metal dusting" [34]. The
gaseous phases are normally carbonizing and contain CO,
CO2, hydrocarbons, and often H 20 and H2, and the tem­
perature is about 700K-llOOK. The product is a dense powder
composed of graphite mixed with metal, metal carbides, and
metal oxides. Most of the alloys containing iron, nickel,
cobalt, and chromium are subject to the attack. Some studies
[35] indicate the dominant role of Cr and its affinity for
carbon resulting in severe carbonization and deterioration of
surface layers of chromium-containing alloys.

It appears from various studies that carbon monoxide is the
major compound involved in deterioration by metal dusting
[34]. It was also found that oxygen and water influence the
nature and amount of metal dusting by forming a
themodynamically stable oxide on the metal surface and thus
deterring further reactivity [34]. Sulfur was found to be an
inhibitor of metal dusting through its reaction on iron-base
materials to increase the stability of Fe3C and poison ad­
sorption sites for CO [34].

In general, it was found that metal dusting proceeds
through several steps [34]:

1. Absorption of CO
2. Carbon formation through 2CO-C02+C. This

reaction is usually promoted by a catalyst metal or metal
oxide [37].

3. Absorption of carbon into the surface by diffusion
which is then rate controlling

4. Building up of carbon in the solid solution and the
appearance of carbon on dislocations and subgrain
boundaries
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weight loss of salt versus temperature for (A) Na2S04 + 25wt percent
lampblack, (B) Na2S04 + 50wt percent carbon biack, (C) NaS04 + 50wt
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increases with increased weight fraction of carbon in the
sodium sulfate-carbon condensate. It was also found that for
a given type of carbon additive, such as graphite, the ac­
celerating effect on hot-corrosion rates attained a maximum
with intermediate size range particles, and it was inferred that

TEMPERA TURt _ a K

Fig. 9 Oxidation behavior of carbons in flowing air: weight loss versus
temperature for lampblack, 1 micron graphite (A), 325 mesh (75 micron)
graphite (B), and 1·2 mm flake graphite (C); 200 mg samples [33]

Journal of Engineering for Gas Turbines and Power JULY 1985, Vol. 107/753

Downloaded 01 Jun 2010 to 171.66.16.71. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 12 Forced outages caused by superheaters in drum-type units 
during 1964a [4] 

Steam temperature 
(°K) 

755-786 

811-816 

833-844 

866-922 

Forced outages 
(per uni t ) 

1.5 

0.6 

1.4 

1.9 

aData from Edison Institute 

950 1000 1050 1100 1150 1200 1250 1300 

TEMPERATURE - °K 

Fig. 11 Effect of temperature on oxygen consumption in 90 perecnt 
vanadium pentoxide plus 10 percent sodium sulfate mixture [32] 

5. Precipitation of cementite in areas of higher carbon 
concentrations 

6. Growth of cementite without other forms of carbide 
formation 

7. Once the critical concentration of cementite is reached in 
the matrix, the cementite decomposes, thus regenerating 
carbon and iron and initiating the precipitation of 
subcarbides. 

8. At this point the deterioration of the base metal occurs 
by the continued precipitation of graphite with the 
growth of the above-cited decomposition products. 

Carbon monoxide was found to be involved in other aspects 
of corrosion besides metal dusting. For example, corrosion of 
Ni-Cr alloys in the presence of CO was observed in some 
studies [37]. Others [38] have observed corrosion in gases 
obtained from the combustion of methane in an oxidizing 
atmosphere at temperatures of 760-1170K; the atmosphere 
thus obtained was shown to be composed of carbon 
monoxide, hydrogen, and finely divided graphite carbon. 
Carbon also may have been responsible for corrosion in this 
case. Finally, it was found [39] that as the ratio C0 2 /C0 in 
the flue gases decreases, the rate of corrosion increases. 

(e) Iron. Iron and sulfur exist in coal in the form of 
pyrites; these oxidize slowly to Fe203 and Fe304 and the 
sulfur thus evolved combines with oxygen to form S02 and 
S03 . Furthermore, presence of iron oxide was found to be 
necessary for the catalytic oxidation of S02 to S03 [8]. 

Iron content was found to correlate with corrosion rate [8] 
and in fact Fe203 and sulfur were found to correlate in the 
same way with metal loss [8]. 

(/) Chloride. Large amounts of chloride (greater than 0.3 

Fig. 12 Effect of intermediate cooling on corrosion of alloys S, I, and 
N3 in 70 percent vanadium pentoxide plus 30 percent sodium sulfate 
mixture at 1143K [32] 

percent) in fuel coal have been shown to lead to increased 
fireside metal wastage [40]. Furthermore, chlorine in coal has 
been found to be an accelerating agent in corrosive processes 
in a wide range of temperatures [41]; this is particularly so if 
sulfates are also present [41]. 

(s) Effects of Additives. The effects of additives are 
important in this context from the point of view of hindering 
the influence of certain corrosion-promoting compounds 
forming during combustion in furnaces. 

Presently, the main reason for using additives in furnaces 
and boilers are (6): 

1. to minimize catalytic formation of S03 on hot surfaces 
2. to prevent formation of corrosive substances on heat 

receiving surfaces 
3. to decrease the sintering tendency of high-temperature 

deposits. 

Additivies have drawbacks because they are expensive due 
to the fact that generally a large amount must be added to 
modify deposits. To the initial cost of the material, the cost of 
handling it must be added, thus further increasing the ex­
pense. The present low-cost additives are lime and magnesium 
[6], and their effects are well characterized. 

Magnesium might act either by neutralizing S03 through 
the formation of MgS04 or by covering the metal with a layer 
of MgO to prevent catalytic formation of large amounts of 
S03 [4]. 

Calcium is also used sometimes; however, there are some 
indications that accumulation of large deposits of CaS04 on 
surfaces may pose new problems [4]. 

(h) Effects of Operating Conditions. Similarly to the 
additives, the operating conditions influence combustion and 
thus may promote or hinder the formation of certain com­
pounds involved in corrosion. 

Generally, the parameters that can be controlled in the 
furnace are the temperature and the amount of air that mixes 
with the fuel. 

Table 12 shows how temperature can greatly influence 
corrosion. More precisely, a threshold temperature was 
observed for some alloys beyond which corrosion became 
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very high [32]; this temperature was a function of the alloy 
and slag composition. Figure 11 shows how temperature 
affects metal wastage. 

There is a consensus that two important conditions that 
determine material corrosion in high temperature are: sudden 
changes in temperature and continuous buildup of fuel ash 
[32]. Figure 12 illustrates how temperature transients affect 
corrosion, while Fig. 13 shows how the addition of fresh 
mixture further increases the rate of attack of the alloys 
during a temperature transient. 

Experiments and field results have demonstrated that it is 
beneficial to run oil-fired furnaces with low excess air because 
this has the advantage of eliminating formation of both V205 
and S03 [4]. Instead of V205 , other vanadium compounds 
such as V203 and V204 are formed, and these compounds 
have melting points much higher than V2Os, thus being less 
objectionable as corrosive compounds. Additionally, low 
excess air operation has a beneficial effect on the emission of 
acid smuts [6]. There seems to be a consensus that by 
operating at low excess air, corrosion problems can be about 
eliminated when burning residual fuel oil [4]. (However, the 
present state-of-the-art knowledge does not permit the 
burning of pulverized coal with so little excess oxygen [6] and 
thus it is projected that this method might not be applicable to 
unconventional fuels extracted from coal.) In fact, as little as 
0.2 percent excess air was successfully used in oil-fired boilers 
with favorable results in eliminating corrosion [4]. 

The main drawback to this method of controlling corrosion 
is that the fuel-air ratio must be precisely controlled in all 
parts of the combustion system so as to prevent the promotion 
of fuel-rich zones which are the sites of thermal cracking 
hydrocarbon reactions yielding smoke. This point is 
illustrated in Fig. 14 where it is seen that the smoke number 
increases as oxygen in the flue gas decreases. Another 
drawback to low excess air is that a loss of efficiency of the 
furnace might result due to increased possibility of incomplete 
combustion. Despite these drawbacks, low excess air is 
presently considered one of the most promising methods of 
controlling both high-temperature and low-temperature 
corrosion in boilers and furnaces [13]. Figure 15 shows the 
effect of low excess air on low-temperature corrosion. 

IV Recommendations 
As a result of this study, several areas have been identified 

where there is a need for further investigations in order to 

_, ! ! f 

2.3!i Sulfur in Oil 

% Excess Air 0 

Fig. 15 Effect of excess air on low-temperature corrosion in carbon 
steel [13] 

achieve a better understanding of the deposition and 
corrosion processes occurring during combustion of heavy 
and residual oils in industrial/commercial furnaces and 
boilers. Specific areas recommended for further research are: 

1. Behavior of nondilute oil sprays to determine conditions 
where carbonization of unburned liquid-fuel droplets occurs, 
leading to carbon deposits. 

2. Formation and burning of cenospheres during com­
bustion of heavy and residual oil sprays. These cenospheres 
have been identified by some investigators [42] as the building 
blocks of deposits of ash in boilers. A mechanism which has 
been experimentally corroborated has been proposed to show 
the involvement of cenospheres in furnace fouling [42], 

3. Study of the chemical kinetics of hydrocarbons con­
taining trace metals in order to determine the role that these 
play in corrosion reactions. 
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4. Corrosion of highly polished metal surfaces to deter­
mine their potential in mitigating corrosion. Highly polished 
metal surfaces would have a very low probability for sticking 
of deposits and this would hinder the first step toward 
corrosion. 

5. Formation of protective films on metal surfaces. 
6. Breaking of one of the chain processes leading from 

deposition to corrosion. For example, it has been shown in 
this review that metal dusting proceeds in eight steps to 
corrosion; the suggestion here is that one of these steps might 
be hindered and thus stop the chain from being completed. 

7. Inhibition by some corrosive compounds of corrosion 
processes related to another corrosive compound. Such an 
example is inhibition by sulfur of corrosion by carbon. The 
suggestion is made here that it might be possible to find an 
optimum sulfur concentration that would be low enough so 
that it would not present corrosion problems, and yet inhibit 
carbon corrosion. In this manner, both sulfur and carbon 
corrosion would be controlled. 

8. Investigation of the catalytic effects of trace metals in 
corrosion processes. For example, small quantities of lithium 
have been found in many deposits that resulted in corrosion; 
however, its role in this process has not yet been determined. 
It might be possible to find that other trace metals have 
similar properties. 

9. Detailed documentation of the quantitative information 
existing on various corrosion processes. It is remarkable to 
notice that it is still impossible to find well-characterized 
quantitative information on corrosion by a certain compound 
under a variety of conditions. A compilation in tabular form 
of quantitative information already existing would show what 
the further investigation needs are. 

10. Standardization of experimental procedures so as to 
make necessary the taking of a variety of important data 
before an experiment is considered successfully performed 
and completed. Such data would be used to complete the 
tabular documentation suggested above. 

It appears important at this point to develop a well-
conceived program to fulfill some of the research needs 
mentioned above. Such a program might contain two kinds of 
experiments: 

1. Medium-size corrosion experiments carefully designed 
so as to reproduce the environment and fuel effects in an 
operating furnace. In particular, it is important to reproduce 
residence times, temperature levels, temperature transients, 
and the cyclic deposition of materials. Well-instrumented and 
careful measurements should be made of the composition of 
the combustion gases and temperatures, and of the com­
position of the deposits on the metal surface. 

2. Small-scale laboratory experiments should be made in 
order to determine the chemical kinetic paths of the corrosion 
and corrosion-promoting reactions. 

Theoretical investigations that appear to have a very high 
priority are those identified in items 1 and 2 of the Recom­
mendations. 
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Mu!tifue! Gas Turbine Propulsion 
for Naval Ships: Gas Turbine 
Cycles Implementing a Rotating 
Gasifier 
The purpose of this paper is to investigate the possibilities of implementing a 
rotating gasifier to convert aero-derived gas turbines into multifuel ship propulsion 
units, thereby combining the advantages of lightweight and compact gas turbines 
with the multifuel characteristics of a rotating gasifier. Problems (and possible 
solutions) to be discussed are: (i) aerodynamic interaction between gas turbine and 
gasifier; (ii) attaining maximum energy productivity together with ease of control; 
(Hi) corrosion and/or erosion of gas turbine components. 

Introduction 

In search of ways to combust low-grade fuels in gas tur­
bines, a rotating gasifier is currently being developed in the 
Netherlands [1, 11]. 

As pointed out in the paper by LTCDR Prins [11], com­
bining such an energy converter with gas turbines is an in­
teresting way of attaining a multifuel ship propulsion system. 

The gasifier - in which either coal or fuel oil is gasified on a 
rotating packed bed of suitable material-is capable of 
producing a hot, low-joule product gas, free of sulphur, 
heavy metals and alkali-metals and containing virtually no 
solids. At the gasification temperature of 900°C, the ash does 
not sinter or clincker, and in the reducing atmosphere the 
alkali—and heavy—metal compounds in the bed material or 
coal remain in the solid state. 

The use of dolomite as bed material or injected in the oil, 
ensures maximum sulphur retention during gasification. The 
high rotational speed of the basket in which the packed bed is 
retained creates a centrifugal force field (as experienced by the 
bed material) equivalent to 2500g, thereby retaining all but 
the smallest particles (> 5 ftm) in the bed and achieving a 
particle concentration in the product gas of less than 30 ppm. 
[1]. A full description of the gasifier system is presented in the 
paper by LTCDR Prins [11]. 

As in most technical developments, where problems are 
solved, other problems arise. In this case, the main problems, 
mostly relative to straightforward marine gas turbine 
propulsion, are: 

9 A more complicated propulsion system, which, aside 
from the normal technical/constructional problems, is mainly 
a control and matching problem. 

Contributed by the Gas Turbine Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the 29th International Gas Turbine 
Conference and Exhibit, Amsterdam, The Netherlands, June 4-7, 1984. 
Manuscript received at ASME Headquarters January 26, 1984. Paper No. 
84-GT-265. 

• The predicted lack of corrosive and/or erosive elements 
in the turbine gas stream has to be proven. 

9 When gasifying oil, the waterborne alkali metals will 
have to be removed beforehand (washing and centrifuging). 

A brief description of some possible combinations of the 
TRG with existing and design study gas turbines shows the 
way to three fundamental configurations. An estimate of the 
energy productivity of these configurations is made, control 
aspects are reviewed and corrosion, erosion, and deposit 
problems are discussed. 

Possible Combinations of the TRG With Gas Turbines 

As the paper by LTCDR Prins [11] argues, two ways of 
enhancing the future of gas turbines in naval propulsion are: 

1 Implementing a fuel conversion device, such as the 
rotaitng gasifier described 

2 Choosing a gas turbine cycle that has a better energy 
productivity than the now-popular simple cycle, without 
becoming too bulky and/or complicated. 

1 When considering ways to combine the TRG with gas 
turbines, a principal choice arises between separate and in­
tegrated gasification. This choice is largely governed by 
considerations of aerodynamic matching between the com­
ponents of the gas turbine. In the design of conventional gas 
turbines, the separate components (compressor(s), com-
bustor, turbine(s)) are thermodynamically, aerodynamically 
and, where applicable, mechanically matched. In these gas 
turbines, the fuel/air ratio is in the order of 1.5-2 percent 
(when using recuperation even lower) and, as a similar per­
centage of compressed air is bled off for cooling and sealing 
purposes, the turbine gas flow is approximately equal to the 
compressor air flow. 

If, however, the fuel is first gasified separately with air and 
steam and then combusted in the gas turbine (Fig. 1), the 
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Fig. 1 Separate gasification and gas turbine cycle 

result is a relatively large mass flow of fuel gas added to the 
compressor air flow, leading to a higher mass flow through 
the turbines (up to 10 percent extra) [9, 12]. Thus, if a stand­
ard gas turbine is combined with a separate gasifier, the larger 
turbine flow will change the position of the (matched) running 
line of the gas turbine, usually shown in the compressor 
characteristic, Fig. 3. 

As has been reported [9, 12] the running line will move 
towards, and probably pass the surge limit of the com­
pressors), thus making this an impossible combination unless 
redesign of one or more components is considered. This not 
being the case, as has been stated in the introduction, the 
remaining option is an integrated gasifier, shown in Fig. 2, 
which has been described by LTCDR Prins [11]. 

2 The next step is the choice of cycles or combinations of 
cycles that offer good energy productivity, without becoming 
too bulky and/or complicated. The thermal efficiency of the 
simple gas turbine cycle is relatively low for two fundamental 
reasons. 

(0 A large amount of energy is lost with the combustion 
gas exiting the gas turbine. This is a result of the high turbine 
inlet temperature in combination with modest pressure ratios, 
and the large amount of excess air inherent to the gas turbine 
cycle. Ways to diminish the energy lost in the exhaust gas are 
principally twofold: 
^ (a) Use part of this thermal energy to preheat the com­
pressed air before combustion (internal recuperation)' 

(b) Extract thermal energy for use in a bottoming cycle 
(external recuperation) 

(ii) In all gas turbine cycles the power needed for com-
1 Although not standardized, recuperation refers to stationary, fixed wall 

heat exchangers, while regeneration applies to rotary heat exchangers. 

Booster 

product gas 

-© 

® combustion 
chamber 

compressor 
compr. 
turbine 

power turbine 

Fig. 2 Integrated gas turbine gasifier cycle 

pressure ratio 
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running line 
with separate^ 
gasifier 

designpoint 

normal running 
line 

specific speed 

dimensionless mass flow 

Fig. 3 Compressor characteristics, including gas turbine running line 

pression amounts to 50-70 percent of the total power 
developed, so that every way of minimizing the amount 
needed leads to a substantial increase in net power output. 
Efficiency, however, may or may not increase, as less com­
pression power means lower air temperature to the combustor 
requiring more heat input to attain a specified turbine inlet 
temperature. 

The compression power for a given pressure ratio is 
thermodynamically minimized by implementing isothermal 
compression as opposed to adiabatic compression. However, 
this poses technical problems, but a substantial reduction in 
compression power can still be realized by cooling the 
compressed air at some stage in the compression process. This 

Nomenclature 

g = acceleration of gravity: 9.81 
(m/s2) 

HHV = higher heating value of fuel 
M = electric motor 
p = pressure (bar) 

s.g. = density (kg/m3 or kg/L) 
T = absolute temperature (K) 

TRG = Thomassen Rotating Gasifier 
wt = weight 
$ = flow(kg/sorm3/s) 

Subscripts 
c = compressor or compression 

gg = gasifier gas 
m = mass 

mg = mass combustion gas 
rhgg = mass gasifier gas 

/ = turbine 
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Fig. 4 Configuration 1, simple cycle with integrated TRG 

point is designated "compression division point" in the 
following. 

As compression cooling has two effects, i.e., increasing 
specific power and increasing fuel flow, the compression 
division point can be chosen to give maximum specific power 
or maximum thermal efficiency [18, 39]. As argued by 
Gasparovic [39] and mentioned by Bowen [18], the optimum 
division point also depends on the cycle layout. When 
compression cooling is combined with internal recuperation, 
there is only a minor difference between the two optima, at 
approximately equal pressure ratios over both compressors. 
If, however, compression cooling is the only addition to the 
simple cycle, or when combined with external recuperation, 
the optimum division point for maximal thermal efficiency 
(being the more important criterion) is found at a low-
pressure compression ratio. 

As most twin-spool engines have more or less equal 
pressure ratios over both compressors, efficient compression 
cooling cannot be readily retrofitted to existing gas turbines 
unless internal recuperation is included as well. 

Returning to internal recuperation, its application has 
mostly been confined to gas turbines of low pressure ratio, as 
its success is largely dependent on the temperature difference 
between the exhaust gas and the outlet compressor air. By 
adding compression cooling, this temperature difference is 
enlarged, thus rendering more energy recuperation possible. 
In this way, the overall pressure ratio has a less significant 
effect on cycle performance, although there will be an op­
timum ratio for a given cycle and turbine inlet temperature 
[18]. 

Bearing the foregoing arguments in mind, three propulsion 
systems combining TRG and gas turbines will be evaluated 
with respect to energy productivity. Taking a hypothetical 
second-generation aero-engine with fixed pressure ratio and 
turbine inlet temperature as reference, a first configuration 
includes only the integrated gasifier and the simple cycle aero­
engine (Fig. 4). 

A second configuration features integrated gasification, 
simple-cycle and add-on external recuperation (Fig. 5). As it is 
not readily possible to retrofit internal recuperation on an 
existing engine without aerodynamic adjustment of one or 
more mayor components (hp turbine, hp compressor), the 
third configuration combines the gasifier with an existing 
design of a low pressure ratio second generation heavy-duty 
gas turbine, with intercooling and internal recuperation (Fig. 
6), having a thermal efficiency at 288 K of 44 percent [38]. 

ECO economizer 
WHB waste heat boiler 
SH super heater 
ST steam turbine 

pump 
condensor 

Fig. 5 Configuration 2, simple cycle with integrated TRG and external 
recuperation 

Comparison of configuration 1 with the reference turbine 
will show the loss in efficiency brought about by the in­
tegrated gasifier. 

Comparison of 1 and 2 will show the benefits of external 
recuperation. Configuration 3 gives an idea of the possibilities 
of compression cooling and internal recuperation and shows 
the feasibility of combining the TRG with an interesting gas 
turbine design. 

Not mentioned hitherto is a factor of importance to part-
load efficiency, e.g., variable inlet geometry [16, 17, 18], but 
as it can be implemented in any gas turbine cycle, it will not be 
evaluated in this paper. 

It could be argued that use of internal or external 
recuperation leads to heavy, voluminous and more com­
plicated machinery, and looking at state of the art technology 
this may be true. 

On the other hand, there are signs of change. Recent articles 
[16, 17, 18] show a growing interest in recuperated gas tur­
bines for naval propulsion and mention recuperator weights 
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of 10-20 tons (as opposed to heavy-duty recuperators 
weighing 60 tons!, for the same power). A leading navy has 
funded a feasibility study of retrofitting an existing second-
generation aero-derived gas turbine, with intercooling and 
internal recuperation. And although the design used in 
configuration 3 represents modern heavy-duty technology 
more than aero-engine technology, there is no reason why 
aero-engine designers could not come up with similar per­
formance for less machinery weight. (In fact, a mayor U.K. 
gas turbine manufacturer has just completed a study on the 
matter showing promising results.) 

Energy Productivity and Part Load Characteristics 

In order to demonstrate the thermodynamic and 
aerodynamic feasibility, preliminary calculations were made 
of the proposed systems. 

Energy Productivity. The results of the preliminary 
design point calculations of the reference engines and the 
three systems considered are tabulated (Tables 2, 3). In 
calculating these results, the following points were observed: 
Gas turbine calculations [13, 14]: 

• No in- or outlet pressure losses, appropriate losses in 
various heat exchangers 

• Polytropic and mechanical efficiencies comparable with 
a second-generation aero-engine-derived gas turbine were 
used (configurations 0, 1, and 2) 

• To account for thermodynamic loss of compressor 
cooling flow, 5 percent extra compressor flow was calculated 
and treated as lost for expansion (configurations 0, 1, and 2) 

• Combustor efficiency of 99 percent and a 5 percent 
combustor pressure drop were assumed 

• In configuration 3, pressure drops, cooling flows and 
other losses were taken from the (proprietary) specifications 
of the reference gas turbine [16, 38] 

• All configurations and reference gas turbines use the 
same fuel, specified in Table 1, and operate at 1 bar/25°C 
inlet conditions. 

Steam turbine cycle: 
• Steam pressure: 40 bar; steam temperature: 400°C; 

condensor pressure: 0.04 bar; pinch point temperature dif­
ference: 32°C; gasside pressure drop waste heat boiler: 0.1 bar 

Gasifier[15]: 
• The system boundary includes the slave combustor, the 

steam generator, the soot generator, and the product gas bleed 
line for simplification 

• The gasifier efficiency—estimated to be 96 percent—is 

applied to the energy content of the product gas that would 
theoretically be produced and includes all losses inside the 
system boundary, as well as the power needed to drive the 
gasifier and the feedwater pump. 

8 As definite calculations of the gasifier have still to be 
completed, use has been made of a calculated value of the 
energy content of the product gas resulting from gasification 
at 14.8 bar, 900°C, and an absolute air/fuel ratio of 2.8, 
using 0.785 kg steam per kg oil. As gas composition and hence 
heating value are not very sensitive to pressure (see Control 
Aspects) this heating value was applied to the integrated 
gasifier system. 

Table 1 presents the mayor parameters associated with the 
gasifier. 

Configuration 1, Fig. 4, Table 2. Compared to the 
reference gas turbine, the extra energy losses in the integrated 
configuration originate from the gasification efficiency, the 
air boost compressor power and the lost heat of evaporation 
of the steam. The associated power losses amount to 1.3%, 
1.1%, and 1.2% of fuel power respectively. The steam loss is 
structural, gasifier efficiency has been conservatively 
estimated and air boost compressor power depends heavily on 
the pressure level of the main cycle. 

Any substantial increase in total efficiency will therefore 
have to be effected through the main gas turbine cycle. If for 
instance intercooling (with equal pressure ratio's over both 
compressors) is added to this configuration, thermal ef­
ficiency will rise to 31.5%, meaning that for this system the 
effects of intercooling and gasification on efficiency com­
pensate each other. 

Configuration 2, Fig. 5, Table 2. Compared to con­
figuration 1, both net power and thermal efficiency have 
increased, albeit at the expense of a more complicated system. 
Part-load efficiency is also somewhat improved, and a 

Table 1 Fuel specifications [15] 

Residua l o i l 

C 85.lt % w t . 
H 11.lt % w t . 
S 2 .8 % w t . 
Ash 0.1* % w t . 
(HHV = UUU31 kJ /kg 

Product gas (U.581 kg/kg o i l ) 

H2 3lt.2 % v o l . 
H20 5-6 % v o l . 
C02 3 .2 % v o l . 
CO 23.8 $ v o l . 
H2 31.2 % v o l . 
C&h 2 .0 % v o l . 

a i r / f u e l r a t i o : 2 
(0.225 of s t o i c h 
m e t r i c ) 
s t e am/ fue l r a t i o 
0.785 

G a s i f i e r t empera tu re : 900°C 
G a s i f i c a t i o n a i r / s t e a m t e m p e r a t u r e : a 550°C 
Steam p r e s s u r e / t e m p e r a t u r e : 33 t>ar/lt50°C 
Product gas t empera tu re : 589°C 

8 
LC-

p o s i t i o n n u m b e r s 
s e e f i g . It en 5 

1 a i r 
2 a i r 
3 comb, g a s 
It comb . g a s 
5 a i r 
6 a i r 
7 p r o d u c t g a s 
8 o i l 
9 w a t e r 

10 s t e a m 
13 w a t e r / c o m b , g a s 

p r e s s u r e l o s s e s ( b a r ) 
s l a v e c o m b u s t o r 
g a s i f i e r 
s t e a m g e n e r a t o r 

P 7 / P 2 
w a s t e h e a t b o i l e r 

c y c l e e f f i c i e n c y (LHV) 

p o w e r o u t p u t , KW 

Table 2 

c o n f i g u r a t i o n 0 

r e f e r e n c e g a s 
t u r b i n e ( 1 3 , 11*) 

P 
b a r 

1 
18 

1 7 , 1 
1 

-
_ 
_ 
1 

_ 
_ 
-

T 

K 

2 9 8 

7 5 0 . 5 
1325 

7 2 3 . 1 

-
_ 
-

1)23 

_ 
_ 
-

$ 
k g / s 

6 3 , 3 6 
6 0 . 3 ' t 
6 l , 3 l t 
6 1 . 3 4 

_ 
_ 
_ 

1,0 
„ 

_ 
-

-
-
-
-
-
31,UT% 

1 3 , 3 9 0 

Simple cycle gas turbine 

conf igura t ion 1 

i n t e g r a t e d TRG 

P 
b a r 

1 
18 

17.1 
1 

18 
32,7 
30,6 

1 
1 

_ 
-

T 
K 

2 9 8 

7 5 0 . 5 
1325 
7 2 5 
7 5 0 . 5 
9 1 0 , 7 
862 
1*23 
2 9 8 

-
-

*m 
k g / s 

6 3 . 3 6 
6 0 . 3 ' t 
62 , I t It 
6 2 , It It 

3 . 2 8 7 
3 , 2 8 7 
5 . 3 7 8 
1,17' t 
0 , 9 2 2 

_ 
-

0 , 8 
1,0 
0 , 3 
1.7 

-
27,60? 

13.561 

c o n f i g u r a t i o n 2 

i n t e g r a t e d TEG + 
e x t e r n a l r e c u p e r a t i o n 

P 
b a r 

1 

18 

1 7 , 1 
1.1 

18 

3 2 . 7 
3 0 . 6 

1 
1 

1*0 
1*0/1 

T 
K 

2 9 8 
7 5 0 . 5 

1325 
7ll0 
7 5 0 , 5 
9 1 0 , 7 
862 
1*23 
2 9 8 
6 7 3 
1A51* 

k g / s 

6 3 . 3 6 
6 0 . 3 ' t 
62.1*1* 
6 2 , It It 

3 , 2 8 7 
3 . 2 8 7 
5 . 3 7 8 
1,17't 
0 , 9 2 2 
6 ,2 l t 
6 ,2 l i /62 .1*l t 

0 , 8 
1 .0 
0 , 3 

1.7 
0 , 1 

3 7 . 0 9 ? 

1 2 . 3 3 6 + 5 . 8 9 = 1 8 , 2 2 6 
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Table 3 Intercooled, internally recuperated cycle 

s e e f i g . 7 

c y c l e c o m p r e s s i o n r a t i o 
c o m p r e s s o r m a s s f l o w [ k g / s ] 
g a s i f i e r a i r f l o w [ k g / s ] 
g a s i f i e r p r o d u c t g a s f l o w [ k g / s ] 
t u r b i n e g a s f l o w ( e x i t ) [ k g / s ] 
o i l f l o w [ k g / s ] 
w a t e r f l o w [ k g / s ] 
t u r b i n e e n t r y t e m p . [K] 
c y c l e e f f i c i e n c y (LHV) 
power o u t p u t MW 

r e f . 
g a s 
t u r b i n e 

9 
25 

-
-

2 5 . 0 7 5 
0,1*1 

-
11*76 

1*3,3h% 
7 . 3 3 7 

i n t e g r . 
TRG 

9 
25 

1 ,33 
2 . 1 7 8 

2 5 . 6 1 
0.1*75 
0 . 3 9 3 

11*76 

3 8 . 9 1 % 
7.731* 

conf. 3 
e q u i v . 
m a s s 
f l o w 

9 
6 3 . 3 6 

3,371 
5 , 5 2 

61*.9 
1.20U 

0 . 9 ^ 5 
11*76 

3 8 . 9 7 
19.61*2 

Table 4 Design point and idling condition for configuration 

p o s i t i o n n u m b e r s 
s e e f i g . 5 

1 a i r 
2 a i r 
3 comb, g a s 
1* comb, g a s 
5 a i r 
6 a i r 
7 p r o d u c t g a s 
8 o i l 
9 w a t e r 

p r e s s u r e l o s s e s ( b a r ) 
s l a v e c o m b u s t o r 
g a s i f i e r 
s t e a m g e n e r a t o r 

P 7 / P 2 

d e s i g n p o i n t 

P 
b a r 

1 
18 

1 7 . 1 
1 

18 
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practical advantage is that external recuperation can easily be 
retrofitted, even in existing gas turbine ships. 

Configuration 3, Fig. 6, Table 3. Table 3 contains the 
main parameters of the original design [16, 38], the same with 
TRG integrated, and a hypothetically scaled up version to be 
able to compare the three systems with respect to equal air 
flows. Note however that the TET is significantly higher, 
which is one of the reasons for the higher efficiency level. The 
relative decrease in efficiency due to the TRG is less than for 
configuration 1. In this configuration use of variable 
geometry power turbine nozzles is very effective in main­
taining high efficiency at partload [17, 18]. 

A technical advantage of internal recuperation is the lower 
air temperature to the boost compressor. Another technical 
advantage of internal recuperation is that the air flow at 
compressor exit is led out of the axial flow path, facilitating 
extraction of the gasifier air flow. 

As far as design point matching is concerned, the con­
figurations all show a small increase in turbine flow (2 per­
cent) due to integration of the gasifier, as well as a slight 
increase in the specific heat capacity of the combustion gas. In 
the case of a retrofit to an engine with a normally choked 
power turbine, both factors independently will lead to a slight 
increase in compressor speed, pressure ratio, and air mass 
flow. This increase will be correspondingly slight and will not 
necessarily diminish the surge margin of the compressor(s). 

Part-Load Characteristics. To be able to estimate the 
control problems associated with running the system from no 
load to full load, a cycle calculation of configuration 1 at gas 
turbine idling condition was performed, at which point 
gasifier and gas turbine match quite well. The results of these 
calculations are summarized in Table 4 and used in Control 
Aspects. 

IC m t e r c o o l e r 
IR i n t e r n a l 

r e c u p e r a t o r 

Fig. 6 Configuration 3, internally recuperated, intercooled cycle with 
integrated TRG 

Part-load operation of the gas turbine is not significantly 
influenced by gasifier operation, although the air boost 
compressor power requirement decreases relative to gas 
turbine output. Part-load efficiency will therefore be 
primarily dictated by part-load performance of the gas tur­
bine cycle. 

Control Aspects 

Control aspects can roughly be divided in two categories: 

1 Steady-state and transient control of the installation 
from idling to full power, at the fastest possible rate. 

2 Control aspects related to starting, stopping, emergency 
shutdown and other intentional or unintentional disruptions 
of normal operation 

1 Operation of the Installation From Idling to Full 
Load. This part of the operation has two aspects: 

(a) All components must be matched at every point over 
the load range 

(b) Transition from one load to another must be achievable 
with a minimum of control effort and at an acceptable rate. 

The overall control system must match gasifier per­
formance to the inevitable variation of pressure and tem­
perature level and varying flow requirements of the main gas 
turbine as a function of load, while the gasifier system as a 
whole has its own characteristics of pressure drop (variation), 
various interrelated flow requirements, etc. Predictable 
problem areas are the air boost compressor (which operates 
between a variable inlet temperature and pressure and a 
differently varying outlet pressure) and the gas boost com­
pressor (which is dependent on the bed material circulation 
system). As a number of subsystems with specific constraints 
can be identified, control of these subsystems will be dealt 
with first, resulting in an overall control strategy. 

As has been stated in Operating Characteristics, air/fuel 
and steam/fuel ratios in the gasifier can be held constant over 
the full range of control and thus the heating value and 
temperature of the product gas should be constant as well. 
The only other possible variable is the temperature of the 
incoming air/steam mixture, and it is the objective of the 
slave combustor to produce a constant temperature flow of 
gasification air/steam. In the integrated system, however, 
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Fig. 7 Lean and rich zones halfway a load transient (more fuel) 

gasifier pressure can change by a factor 6, and as pressure has 
a slight influence on gasification reactions and hence gas 
composition, the changes in product gas properties were 
calculated for a similar pressure change [19]. 

The results are: At constant temperature, heating value 
decreases by 5 percent and specific mass, molar weight, and 
Wobbe Index all change less than 5 percent. For the gasifier 
itself, this means that straightforward control of the fuel flow 
and slave control (easily automated) of air and steam flow 
will produce a direct proportional amount of fuel power to 
the gas turbine combustor. 

In fluidized bed gasification, a temperature control flow 
(water, steam, or stack gas recycle [3, 10, 12]) is needed to 
control gasifier temperature, because gas-composition and 
heating value vary as a result of varying air/fuel ratio. 
Therefore, the described constant ratios in the TRG are of 
distinct advantage as no such extra flow is necessary. 
Rotational speed and total bed depth for a given fuel quality 
can be held constant. 

For soot generated from residual oil, a residence time of 
20-30 s, depending on soot particle size, is estimated (actually 
gasification time is estimated and equal residence time is the 
result). The rate at which the fuel flow can be changed will be 
dependent on this residence time as will be explained in the 
following. If the amount of soot deposited on the bed is 
changed, it will take the residence time before the whole bed 
area has received the new amount of fuel. Meanwhile the 
amount of gasification air/steam is being adjusted, and 
although the overall air- and steam/fuel ratios can be kept 
constant, at half the residence time (the air/steam flow having 
been adjusted halfway), there will be too little air/steam 
flowing through one-half of the bed, and too much through 
the other half, Fig. 7. The limit of fuel change rate is deter­
mined by the appearance of a local oxidizing zone in the fuel-
lean bed area previously described. However, as fuel flow 
changes will be of a more gradual nature (e.g., ramp func­
tion), and taking into account the relatively short residence 
time, this limitation is not expected to be serious. 

The air boost compressor aero- and thermodynamically 
takes a floating position between the main compressor and the 
gasifier, having a variable inlet pressure, as well as a variable 
pressure ratio and massflow. As the objective of the boost 
compressor is to overcome the flow restrictions imposed by 
slave combustor, soot generator, gasifier, steam generator 
and fuel nozzles of the main combustion chamber, the 
necessary pressure ratio will be dependent on the sum of these 
restrictions and on the discharge pressure of the main com­
pressor. 

The pressure ratio of the fuel nozzles can be evaluated as 
follows: If a (near-) sonic velocity through a convergent 
nozzle, constant over the load range, isentropic flow, constant 
gas composition and ideal gas behavior are assumed, a 
constant (over-) critical pressure ratio over the nozzles is 
required. The mass flow will be proportional to the inlet 

pressure of the product gas. Taking this pressure ratio as 1.7, 
the full-load gas inlet pressure will be 30.6 bar and idling inlet 
pressure 5.1 bar, giving a turndown ratio of 6, which is well 
matched to the fuel oil turndown ratio. 

If the pressure drops over slave combustor, gasifier and 
steam generator are respectively 0.8, 1.0, and 0.3 bar at full 
load, and 0.6, 0.5, and 0.25 bar at idling, the pressure ratio of 
the air boost compressor can be calculated, resulting in a ratio 
of 1.817 at full load, and 2.150 at idling. As mass flow and 
dimensionless mass flow increase with load, the requirements 
of the system would seem to conflict with conventional 
turbocompressor running characteristics (Fig. 3). However, 
the required dimensionless mass flow turndown ratio is 1.44 
and radial flow compressors, as used in turboblowers for 
diesel engines, are capable of passing such a dimensionless 
mass flow ratio at constant speed with a negative pressure 
ratio change [20, 21]. To be able to instantly change the air 
flow to the gasifier, without having to wait for the main 
compressor to speed up or slow down, a control valve in the 
discharge line of the air boost compressor is needed. If this 
valve is controlled directly by the fuel oil control system, the 
following strategy is feasible. More fuel needs more air, so the 
valve opening is increased, thereby lowering the pressure ratio 
of the boost compressor and thus more airflow is delivered by 
the boost compressor. When gas turbine reaction sets in the 
main compressor discharge pressure rises, but the back 
pressure at the entrance to the slave combustor rises less, so 
the boost compressor ratio decreases further. A control loop 
that relates p6 to fuel flow or soot generator temperature 
overrules the initial control signal to the valve and closes it to 
allow the boost compressor to deliver the correct amount of 
air compatible with the fuel flow. 

The gas boost compressor delivers a gas flow that is 
separated to perform three functions: 

1 A small portion of the gas is combusted in the soot 
generator. 

2 Part of the flow is combusted in the slave combustor to 
bring the gasification air/steam mixture to the required 
ignition temperature of the coal or soot. 

3 The remaining portion is used as pneumatic transport 
medium for recirculation and make-up of bed material. 

The amount of gas needed for combustion in the slave 
combustor depends mainly on the amount and temperature of 
the compressed air entering the slave combustor, and the gas 
mass flow is accordingly calculated to vary by a factor of 2.3 
(see slave combustor). The gas pressure is not critical, and the 
gas-nozzle can be designed to operate at the pressure dictated 
by the requirements of the pneumatic transport system. 

The amount of bed material recirculating is dictated by the 
requirement that the total bed mass remain constant over the 
load range (for a given fuel quality). In this way, gasifier 
speed can be held constant over load range. As total bed mass 
is the sum of fuel and bed material, the amount of bed 
material must be adapted inversely to the amount of fuel. 
There are several ways to achieve this and the gas mass flow 
and pressure requirements will depend on the method 
adopted. 

(a) One solution is a constant circulating volume flow in 
which bed material can be added or removed as required. In 
this case a constant pressure ratio (over a convergent nozzle) is 
needed. 

(b) Another possibility is to use variation of volumetric gas 
flow rate to transport more or less material per unit time to 
the bed. This requires a constant gas pressure before a velocity 
nozzle. 
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Considering option (a) above, this means a gas mass flow 
turndown ratio of 6 for the transport system, and for the gas 
boost compressor a mass flow turndown ratio of ap­
proximately 3.5 and a constant compression ratio of about 2. 
However if the dimensionless mass flow is calculated, the 
boost compressor must pass about twice as much dimen­
sionless mass flow at idling, than at full load (at constant 
pressure ratio). This problem can be overcome by adopting a 
variable speed drive combined with a controllable pressure 
reducing valve in maximum reduction setting at idling. The 
power loss will be slight because of the small mass flow (40 
g/s) and the low temperature level (400 K). 

Aside from its role in the start-up sequence described later, 
the slave combustor is incorporated to guarantee a sufficiently 
high temperature of the air/steam gasification flow. Using the 
appropriate process parameters a first-order calculation 
shows that, although the temperature rise necessary at idling 
is about 300 K larger than at full power, the much larger air 
mass flow at full load requires 2.3 times more product gas to 
be combusted at full load, than at idling. 

A straightforward control method is to throttle the gas flow 
to the slave combustor as a function of the combustor outlet 
temperature. This coincides well with the part load operation 
of the gas boost compressor. 

The steam generator must raise the required amount of 
steam at constant pressure and temperature and if possible 
cool the product gas flow to a constant temperature over the 
load range. This seemingly formidable task is greatly relieved 
by the adoption of constant air/fuel and steam/fuel ratios, 
which lead to a constant air/steam ratio over the load range. 
Thus the energy balance over the generator reduces to a 
specific enthalpy balance (neglecting the influence of pressure 
fluctuations on the gas side) and a constant gas outlet tem­
perature is assured. The steamflow (= waterflow) can be 
conventionally controlled by a return line over the feedpump 
or a direct flow control valve in the pump discharge line to the 
steam generator. 

The amounts of air and product gas that are combusted in 
the soot generator are directly proportional to each other and 
to the oil flow entering the soot generator. As the pressure 
difference between the air boost compressor and the exit of 
the soot generator is equal to the (large) pressure drop over 
slave combustor and gasifier, (1.1 to 1.8 bar), it is possible to 
control air flow to the soot generator by a control valve in 
relation to fuel flow. A flow control valve in the product gas 
line to the burner functions on the same control input. 
Dolomite feed to the fuel/dolomite mixer is controlled 
parallel to the main fuel flow. Residence time in the soot 
generator is estimated to be between 10 and 50 milliseconds. 

The overall control strategy has been more or less unfolded 
in the foregoing and what remains is a summary linked to ship 
propulsion control. In most cases, ship propulsion power is 
measured as-and controlled by-shaft revolutions. Any 
difference between measured and selected revolutions will be 
transformed into a control signal to the fuel system. Whether 
parallel signals are sent to gasifier air and steam systems, or 
slave signals - derived from fuel flow or product gas flow 
change-are used, will depend largely on the dynamic 
response times of the various subsystems. 

To summarize the main points of control, a brief telegram 
style description follows of a power reduction: 

1st control signal source: selected shaft rpm < measured rpm 

1st actions: - fuel and dolomite flow decrease, air and gas to 
burner of soot generator decrease 

- air boost compressor discharge valve throttles, 
boost compressor ratio rises, less air to gasifier 

- bed material circulation rate rises 
- net water flow decreases. 

1st results: - product gas flow decreases 
- TET decreases 
- gas generator and power turbine rpm decrease 
- gt compressor outlet pressure and temperature 

decrease, thus further increasing boost 
compressor ratio and decreasing air flow. 

2nd control signal source: - air boost compressor discharge 
pressure (upstream of valve) decreases below 
control value related to fuel flow or gasifier 
temperature. 

2nd actions: - discharge valve opens far enough for boost 
compressor to establish aerodynamic balance 
between main compressor discharge pressure and 
required airflow (as related to fuel flow or 
gasifier temperature). 

Overall response times can be limited by one or more of the 
following factors. 

9 Thermal or mechanical inertias 
• Large gas volumes 
9 Allowable fuel flow change rate 
9 Possible bed material change rate 

Neither thermal nor mechanical inertia will pose a problem as 
the highest temperatures are constant over the load range and 
the components of the system are of low weight and volume, 
which also precludes large gas volumes. The allowable fuel 
flow change rate will be dictated by the transient local air-fuel 
ratios as pointed out, but given an average gasification ( = 
residence) time for soot of 20-30 s, the maximum fuel flow 
change is estimated to take 1 to 3 min. The bed material 
recirculation system will be capable of changing the bed in­
ventory in the same rate as the fuel flow is changed as the 
difference between maximum and minimum bed inventory is 
approximately 8 kg (being equal to the maximum change in 
fuel inventory) and a rate of change of 4 kg per minute is 
certainly feasible. 

2. Control Aspects Related to Starting, Stopping, etc. 

Start Procedure. The combustor of the gas turbine is 
equipped with dual fuel nozzles and is therefore started on a 
destillate fuel, with the gasifier system off-line. At gas turbine 
idling condition, air is bled through the air boost compressor, 
reduced to almost atmospheric pressure by the control valve, 
and passed through the gasifier and the steam generator to an 
atmospheric outlet. Distillate fuel is combusted in the slave 
combustor and the hot combustion gas raises steam in the 
steam generator. When sufficient steam is available to 
pressurize the gasifier seals, the slave combustor and gasifier 
are gradually pressurized by opening the air control valve and 
starting the air boost compressor. 

The gasifier can now be started and by passing part of the 
combustion gas through the gas boost compressor line to the 
pneumatic conveyor, bed material circulation can be set up. 
Dolomite or other bed material can be added at this stage. If 
the residual oil has been heated sufficiently, compressed air 
and product gas can be fed to the soot generator, and ignited, 
producing a near stoichiometric combustion gas in which the 
fuel oil flow can now be partially gasified and converted to 
dry soot. When this soot reaches the gasifier bed, gasification 
commences. 

The main gas flow is flared (without burning) to at­
mosphere while the gas boost line is purged with product gas. 
The slave combustor and soot generator can be switched to 
combustion of product gas. The last step is to shut off the 
flare and switch over to gas combustion in the gas turbine 
combustor. This procedure might require 15 to 30 min, but if 
necessary, it is of course possible to get on load on distillate 
fuel and change over when convenient as, aside from using a 
slight amount of bleed air from the compressor, the start of 
the gasifier is performed independently of the gas turbine. 
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Shutdown Procedure. To prevent blockage of fuel lines 
with residual oil, the first step is to switch over a distillate fuel 
to the soot generator. After shutdown of fuel flow, the 
gasifier airflow can be reduced via the control valve, and by 
keeping steam flow constant, a steam purge of the gasifier and 
product gas line is effected. At the same time, gas turbine 
combustion is changed to distillate fuel and the gas turbine 
can be shut down independently. If necessary, the slave 
combustor can be switched to distillate fuel and with the air 
boost compressor switched to atmospheric air intake, the 
gasifier can be kept at temperature or shut down at will. 
Before the gasifier is stopped, bed material circulation is 
terminated, allowing most of the bed material to leave the 
gasifier. Sealing steam is kept on until the gasifier is 
stationary. 

The problem of a transient local oxidizing atmosphere in 
the gasifier during changes of fuel flow, as described under 
Gasifier Control, arises during start and stop sequences as 
well. A solution here is to overfuel (on start up) during a time 
equal to the residence time, thus making it impossible for all 
the soot to start and complete gasification in the same time. 
During shutdown the problem is solved by the steam purge, as 
described. 

The need for an emergency shutdown can arise from faulty 
gasifier operation or faulty gas turbine operation. In the latter 
case the product gas is flared off so that the gas turbine can be 
stopped immediately, and the gasifier can be shut down at a 
normal rate, the air boost compressor taking in atmospheric 
air. If the problem stems from the gasifier, the procedure to 
be adopted will depend on the nature of the problem. In all 
events, the gas turbine can be instantly switched to distillate 
fuel, so that power output need not be lost. 

Development has not yet reached a point where all possible 
gasifier upsets, let alone solutions to them, have been 
recognized. However, one possible major problem to be 
solved is evident; a crash stop of the rotating basket while 
containing a high fuel inventory can lead to a temperature 
overshoot that could melt the bed material and/or damage the 
gasifier structurally. 

Corrosion, Erosion, Deposition 

Although it is known that corrosion, erosion, and 
deposition are interdependent mechanisms, and positive 
synergisms have been demonstrated [12, 24], the scope of this 
paper only permits a brief first-order evaluation of each 
mechanism individually. 

Corrosion. Problems: The main source of gas turbine 
corrosion are well documented [12, 25, 26, 27], as being 
sulphur, alkali metals, vanadium, lead, chlorine, and 
especially combinations of these elements, in the presence of 
oxygen at elevated temperatures. These elements originate 
from the air, the bed material, and for the most, but least 
predictably, from the fuel [35]. To set the scene, a "worst 
possible" fuel oil in the next decennia can be specified as 
follows [12, 28]: 

9 Specific mass : 0.99 kg/1 
9 Viscosity : 500-700 cSt (5000-7600 s RI) 
8 Sulphur : 5 percent (mass) 
9 Vanadium : 600 ppm (mass) 
9 Alkali metals : 500 ppm (mass) 
9 Ash content : 1-5 percent (mass) 

Solutions: Sulphur retention is achieved in the soot 
generator by reaction of H2S with dolomite, forming CaS and 
MgS (solid). As long as the dolomite is dispersed in a small 
enough size, the residence time in the soot generator is long 
enough to enable this reaction (0-40 milliseconds) to take 
place. The ratio of dolomite to fuel flow will determine the 

percentage of sulphur retained; 95 percent retention is 
regarded feasible. The CaS and MgS are deposited on the bed 
material with the soot and remain there while the soot reacts 
with the incoming air. Eventually the CaS and MgS leave the 
bed circulation system along with the ash, and can if necessary 
be transformed to CaS04 and MgS04 by oxidation (for in­
stance in a small portion of the exit combustion gas) [3,6]. 

As has been noted earlier, vanadium and other heavy 
metals (lead, etc.) in the fuel are expected to react with the 
dolomite and form compounds with high melting points. In 
the case of vanadium, the long established practice of doping 
the fuel oil with magnesium is imitated by coincidence in the 
proposed system by the introduction of dolomite in the fuel 
oil, so that vanadium retention is started in the soot generator 
and ends in the bed material. By relying on these mechanisms, 
it is assumed that the product gas is free of heavy metals [5, 
12,26,28,30,31]. 

Alkali metals and chlorine are present in the fuel, the air, as 
well as in the dolomite (or other natural bed material). Of the 
alkali metals in the dolomite, it is well known [33, 34] that 
they are present in two forms: (a) as a solid in clay minerals; 
(b) as chlorides originating from the ground water. Ex­
periments in gasifying conditions [7, 33, 34] have shown that, 
given time, the alkali chlorides will evaporate, while the 
remaining alkali metals are transformed to stable alkali 
silicates. In times ranging from 5 min to several hours 1 to 10 
percent of alkali metals can volatilize [7, 33, 34]. 

In the case of the rotating gasifier and the soot generator, 
however, residence times—30 s and 50 milliseconds, 
respectively—are so short that it can be assumed that no 
significant amount of alkali metals will volatilize from the 
dolomite and/or the bed material. By far the greater part of 
alkali metals in the fuel originates from the groundwater 
and/or in a marine environment from seawater con­
tamination. In both cases, they are in the form of chlorides, 
and when the oil is volatilized in the soot generator, these 
compounds will evaporate, rendering the chance of retaining 
these alkali metals in the gasifier bed material very slight. It 
will therefore be assumed that any alkali metal in the oil will 
be present in the product gas, and so, albeit diluted, in the 
combustion gas. 

For this reason, if a fuel oil containing more than 20 ppm 
alkali metals is to be used, a fuel washing and centrifuging 
system will have to be installed [31, 32, 36]. A typical system 
has two stages of water wash and centrifuging, resulting in a 
cleaned oil containing 1 ppm (weight) or less of alkalimeter 
[36]. Requirements are: up to 5 percent fresh water if alkali 
content of fuel is 500 ppm, 0.02 percent emulsion-breaking 
fluid, fuel and water heating to 95°C. The effluent water 
contains from 50-500 ppm oil, which, if first stored in a 
settling tank, can be discharged within environmental limits at 
sea [36]. 

The high specific gravity of residual fuels can be a problem 
with respect to centrifuging; however, it has been demon­
strated [28] that a difference in specific gravity of 0.01 kg/L is 
sufficient. If the maximum s.g. of 0.99 kg/L, together with 
the larger temperature effect on s.g. of oil and the fact that 
the water contains salt, are taken into account, the problem 
ceases to exist. It will thus be assumed that 1 ppm alkali 
metals or less is present in the fuel oil entering the gasifier 
system. 

Evaluation of Possible Corrosive Contaminents in the 
Combustion Gas Entering the Turbine. By assuming the 
amounts in the ingoing flows of fuel, air, and steam 
estimating the amounts that are not retained in the bed 
material or elsewhere, and taking into regard the respective 
flow ratios, it is possible to calculate the expected amounts of 
contaminants. Assuming the cited "worst" oil specifications, 
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a salt content in the air after filtration of 0.05 ppm [12], a salt 
content in the oil after treatment of 1 ppm Na, and a sulphur 
retention capability of 95 percent, the calculations predict 
0.06 ppm CI" , 0.03 ppm alkali, and 100 ppm S02 in the 
combustion gas. Compared with the current limits imposed 
on aeroderived gas turbines, as cited in [12], (150 ppm S, 
0.025 ppm Na, 0-30 ppm CI), these results are encouraging as 
they are certainly of the same order as—and in fact stay 
within—the limits. On one side caution is necessary, as ex­
periments will still have to prove the foregoing assumptions to 
be valid. On the other hand, the development of turbine blade 
protective claddings is still progressing and shows promise of 
even better results in the future [12, 35]. 

Erosion And Deposition. The mechanisms of erosion and 
deposition are interrelated in that larger particles with high 
velocities cause erosion and small particles with lower 
velocities are deposited, with the intermediate particle size 
capable of both [12, 24]. 

Many known and unknown parameters influence the actual 
events, a major factor being the geometry of the engine, a fact 
that renders the outcome of small scale experiments of relative 
use [12]. Not only must the maximum allowable particle size 
(mostly designated by diameter, although mass also plays a 
role) be defined, the maximum concentration (ppm mass or 
volume) must be specified as well. The former is dictated by 
erosion mechanism, the latter by deposition. A literature 
study [12, 24] cites maximum particle size at 10 nm and 
maximum concentration as 25 ppm (mass), whereas a 
calculated estimate specifies no particles larger than 6 /xm and 
a maximum concentration of 5 ppm (mass) [37]. 

As stated earlier, the only elutration occurs at the surface of 
the bed, thus drastically reducing the amount of particles 
entrained, compared to fiuidized bed technology. A 
preliminary estimate shows that a mass concentration of less 
than 30ppm is expected to leave the bed. 

The maximum size of elutriated particles is dictated by the 
rotational speed and can thus be chosen to meet the turbine 
restrictions. In the proposed gasifier, only particles smaller 
than 5 nm will enter the turbine, which seems a tolerable size. 
And as the product gas is substantially diluted by the com­
bustion air, less than 3 ppm is expected to enter the gas tur­
bine. 

Conclusions 
9 A highly innovative energy converter of excellent ef­

ficiency is in a decisive design stage. Although a number of 
technical problems still have to be solved, the basic principles 
are soundly established. 

9 Integration of the TRG with a second-generation, aero­
derived or heavy-duty gas turbine is feasible, as no major 
matching or control problems arise and the combustion gas is 
clean enough to ensure a reasonable turbine life. 

9 As there is a 10-12 percent relative reduction in cycle 
efficiency, a high efficiency gas turbine cycle is recommended. 

9 When designing for a specific ship, machinery weight and 
volume being restricted, there would appear to be an overall 
choice between: 

- cruise and boost aero-engines, both integrated with 
TRG's 

- one or more engines of the same size with TRG in­
tegrated, and using compression cooling, internal 
recuperation and variable power turbine geometry. 

- In the case of a retrofit, external recuperation can 
more than off-set the efficiency loss caused by the 
gasifier. 
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A P P E N D I X 

Technical Description 

as described in [11] can be built in three The gasifier, 
versions: 

(a) for gasifying coal 
(b) for gasifying coal with simultaneous retention 
(c) for gasifying fuel oil with or without sulfur retention 

Figure 8 shows the oil gasifier unit (c), which is the most 
interesting for marine - certainly naval - propulsion. 

Referring to Fig. 8, the main components of the gasifier are 
the porous basket (13) and the gasifier housing (4). The 
conically shaped basket has a porous wall, the rounded cone 

being massive. The basket is attached to the hollow drive shaft 
(10) by the basket support (8) to which a cylindrical outlet ring 
(5) is bolted. 

The cylindrical housing is split horizontally, bolted to the 
drive housing (15) on one end and closed off by a cover (3) in 
which the product gas discharge pipe (1) is situated. The 
gasifier housing further contains seals (9) around the drive 
shaft (10) through which the gasifying air/steam mixture is 
admitted to the porous basket. A particle collector (11) retains 
the bed material leaving the basket, which is led from the 
housing by the solid discharge pipe (12). A heat shield (14) 
limits the gasifier housing temperature. Not shown is an inlet 
pipe through which an inert material such as dolomite or 
another appropriate bed material is fed onto the inside of the 
basket, near its smallest radius. 

As the packed bed gasifier will only accept dry fuel, a state-
of-the-art soot generator is used to convert the fuel oil to a 
mixture of gas and soot. The soot generator consists of a 
housing (16) and oil (or gas) burner (19), oil feed points 
around the circumference of the housing (18), and a ceramic 
combustor lining (17). 

Operation of the Gasifier 

In the soot generator a small portion (4 percent) of the 
product gas is combusted, slightly over stoichiometric, 
producing a hot gas of 1500-1700°C, in which the fuel oil 
(containing fine dolomite particles) is partially gasified in air 
to produce dry soot and low-Joule gas. The gas transports the 
soot through the delivery pipe (2) onto the layer of bed 
material (6) that forms a packed bed against the inside of the 
porous basket. As described, the packed bed moves at 
uniform rate outward along the basket wall. Residence time 
of the layer and thus the soot is governed by the total mass of 
the bed + soot. 

( D ( 2 ) ( 3 ) © ( 5 ) ( 6 ) ( 7 ) ( 8 ) ( 9 ) ( g 

Product gas discharge 
Soot delivery pipe 
End cover 
Horizontally split housing 
Cylindrical outlet ring 
Carrier layer 
Soot layer 
Basket support 
Seals 
Hollow drive shaft 
Particle collector 
Solids discharge pipe 
Porous basket 
Heat shield 
Drive housing 
Soot generator housing 
Ceramic combustor lining 
Oil feed point 
Oil burner 

© r^ 
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^ ^ ^ 
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Fig. 8 Rotating gasifier for residual oil 
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process 
water 
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compressor I 

Fig. 9 Process scheme of an integrated gas turbine-gasifier propulsion unit 

t u r b i n e s ^ IV 

Compressed air (from a gas turbine compressor for in­
stance) and steam enter the gasifier through the hollow drive 
shaft (10), flow through the porous basket, pass through the 
soot layer and, by reacting with the soot, produce a hot low-
Joule product gas that leaves the gasifier via discharge pipe 
(1). At the end of the outer ring the bed material and any fuel 
ash "falls" out in the radial direction and is discharged from 
the gasifier housing. 

Nearly all the bed material is recirculated to the bed via a 
pneumatic conveyer system, using product gas as transport 
medium. Re-entry is effected via the dolomite inlet pipe not 
shown. 

Desulfurization is accomplished in the soot generator, the 
necessary dolomite having been mixed in the oil before it 
enters the generator. The dolomite, partially reacted to CaS 
and MgS, is carried by the produced gas through the delivery 
pipe (2) and deposited on the carrier layer, along with the soot 
where it remains to be carried off by the bed material (5). 
Combined with the gas turbine, the following process scheme 
is proposed (Fig. 9). 

Part of the compressed air from the main compressor (I) is 
bled off from the main line to the combustor (II) and further 
compressed in air boost compressor (III). Part of this air flow 
is extracted and fed to the soot generator, as is the preheated 

(and dolomite-doped) fuel oil. The remainder of the com­
pressed air flow enters the slave combustor, in which it is 
preheated by combustion of a small amount of product gas 
(the need for preheating depends on the compression rate 
and/or the use of internal recuperation). If process steam is 
needed it is added in the slave combustor. The resulting 
air/combustion gas/steam mixture at 550°C or more flows 
through the gasifier drive shaft into the gasifier. The pressure 
seals are steam fed and the bed material is recirculated by 
another small amount of product gas. 

The product gas leaves the gasifier, and releases free heat to 
generate the necessary steam; this also has the advantage of 
cooling the product gas sufficiently to ease the constructional 
problems of transporting and controlling a combustible gas at 
high temperature. The main product gas flow is fed to the 
low-Joule combustor (II) and combusted in the main air 
stream from the compressor. The combustion gas expands 
through the compressor and power turbines (IV). 

As noted, a small amount (3 percent) of product gas is 
extracted for preheating and pneumatic transport. This flow 
is cooled to atmospheric temperature and compressed in the 
gas boost compressor at a pressure ratio of approximately 
two. [Dolomite is mixed in the main fuel oil flow (which has 
been heated) and fed to the bed material circulation system as 
makeup.] 
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Fuel Effects on the TF30 Engine 
(Alternate Test Procedure) 
The objective of the Alternate Test Procedure (ATP) is to develop the capability to 
qualify new fuels for Navy aircraft use with a minimum of testing. The effect of 
fuel composition and properties on engine performance and component life has 
been show to vary significantly from one engine configuration to another. The 
P& WA approach to the A TP has been to define fuel effects on the TF30 engine and 
then apply the methodology to other engines of interest to the Navy. Investigations 
of the TF30 conducted under the ATP Program and other Navy and Air Force 
Contracts have produced one of the most complete fuel effect characterizations 
available for any gas turbine engine. Major fuel effects which have been quantified 
are the relationships of lubricity to main fuel control reliability, viscosity and 
volatility to main burner and augmentor ignition limits, and hydrogen content to 
smoke and combustor life. The effects of fuel properties and composition on 
combustion efficiency and elastomeric seal life were found to be of secondary 
importance. Remaining uncertainties are the effects of fuel properties on turbine 
life and fuel nozzle fouling rate. 

Introduction 

While gas turbine fuel costs have been declining in recent 
months and world fuel supply has been abundant, the fuel 
shortages of 1973 and 1979 demonstrated how quickly this 
situation can change. Since any dramatic reduction in 
availability and increase in cost will likely be accompanied by 
an increase in world tension, it is imperative that the Defense 
Department have contingency plans to contend with such a 
situation. These plans must deal with anticipated pressure to 
relax fuel specifications to provide increased fuel availability 
and to allow temporary use of non-specification fuels in 
emergency situations. 

Other more gradual changes in the petroleum supply 
picture are producing changes in the chemistry of gas turbine 
fuels and are likely to increase pressure to broaden jet fuel 
specifications. The light, high-quality American crudes, 
which made up much of our supply in the past, are rapidly 
being replaced by heavier crudes with increased aromatic 
content. Synthetic fuels derived from low hydrogen content 
crude sources such as shale, tar sands, and coal are beginning 
to come into use. Diminished gasoline consumption, utility 
conversion to coal, and increased use of diesel fuel are in­
creasing competition for the middle distillate products from 
which kerosine base gas turbine fuels are obtained. 

The Alternate Test Procedure (ATP) is the heart of the 
Navy's plan for responding to these changes. The objective of 
the ATP program is to develop a means of qualifying new 
fuels for Navy aircraft with a minimum of costly full-scale 
engine testing. The ATP data bank provides the information 
necessary to define performance or durability penalties 
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associated with a particular fuel property change and thereby 
provides quantitative guidance as to the acceptability of any 
change to the jet fuel specifications. The ATP also provides 
an estimate of the problems and risks associated with the use 
of an out-of-specification fuel in an emergency situation. 

Development of the Alternate Test Procedure 

Phase I of the ATP was completed in December 1980 [1], 
Under Phase I, the basic ATP model for prediction of fuel 
effects was developed, a study of refinery production trends 
was completed, and Phase II plans were prepared. The Phase 
I modeling effort concentrated on defining fuel effects in the 
TF30 engine and F-14 aircraft while generally outlining 
approaches that could be applied to other systems. The Phase 
I fuel effect predictions were based on existing TF30 data and 
extrapolation of fuel effect data from other engines; no new 
data were generated. The refinery study, conducted under 
subcontract to Suntech, Inc., suggested three fuel trends that 
could create pressure for fuel specification changes, i.e.: 

9 Increased aromatic content and associated reduction in 
hydrogen content and smoke point 

a Reduced volatility and associated increases in viscosity 
and freeze point 

• Reduced lubricity caused by hydroprocessing to limit 
aromatic concentration and increase the hydrogen 
content of highly aromatic crudes 

Phase II centered around component testing to confirm and 
improve the ATP model with emphasis on the projected fuel 
trends and the potential problems that might be imposed [2]. 
Because the effect of fuel properties on engine operation was 
found to be much more significant than the effect of fuel 
properties on operation of other aircraft components, only 
engine effects were studied in Phase II. In addition to the 
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Table 1 TF30 fuel effect summary 

Property Component Effect Above Threshold 

Viscosity Fuel Control 

Combustor 

Reduced Groundstart, Reduced 
Response, Flow Errors 

Reduced Ignition, Reduced Low-
Power Efficiency, 
Increased Pattern Factor 

Wear Scar 
Diameter -

10% Distillation Temp. 

90% Distillation Temp. 

Turbine 

Augmentor 

Combustor 

Augmentor 

Combustor 

Life Reduced by Combustor Pat­
tern Factor 

Reduced Efficiency, Reduced Alti­
tude Blowout Limits 

Reduced Sea Level Ignition and 
Altitude Relight 

Reduced Ignition 

Increased Pattern Factor, Reduced 
Low-Power 
Efficiency 

Fig-

Increase 
in 

Wear Scar 
Diameter 

0. 

1 E 

200 

150 

100 

50 

, 1 _ 
Relative Time to Malfunction {50% Probability) ^ % 

Fig. 1 Effect of lubricity on unmodified MFC malfunction rate 

Turbine Life Reduced by Combustor Pat­
tern Factor 

Hydrogen Content 

Aromatic Content 

Lubricity 

Specific Gravity 

Freeze Point 

Thermal Stability 

Augmentor 

Combustor 

Augmentor 

Materials 

Fuel Control and 
Hydraulic Pump 

Fuel Control 

Fuel System 

Combustor 

Reduced Efficiency 

Reduced Liner Life, Increased 
Smoke and Particulates 

Possible Reduced Life 

Reduced Seal Life 

MFC Malfunction, Reduced Pump 
Life 

Incorrect Fuel Flow 

Fuel Starvation 

Fuel Nozzle Fouling and Nozzle 
Support Coking 

component testing conducted under the Phase II contract, 
other data sources used to confirm the ATP model included 
combustor fuel effects test results from [3] and TF30-P-3 
engine test results from [4]. 

Table 1 summarizes the fuel properties which were shown 
under Phase II to have the most significant impact on TF30 
performance and life, the components affected, and the 
nature of the fuel effect. While the relative sensitivity of these 
effects may vary for other engines, it is believed the table 
provides a representative list of the fuel effects which should 
be evaluated in any gas turbine engine. The remainder of this 
paper presents an expansion of these effects in the TF30. For 
discussion purposes the fuel effects have been divided into 
those effects which occur while the fuel is in the liquid state, 
prior to atomization and vaporization, and those effects 
which are related to the combustion process. 

Liquid Fuel Related Effects 

The physical properties and chemical composition of liquid 
hydrocarbon fuels are known to affect the operation and life 
of certain fuel supply system mechanical components, the life 
and sealing capacity of some elastomeric materials, and the 
plugging or fouling tendency of parts with close tolerances 
exposed to high-temperature fuels. Specific areas of concern 
in the TF30 have been the effect of fuel lubricity on the main 
fuel control reliability and hydraulic pump life, the effect of 
fuel aromatic content on elastomeric seal life, and the effect 
of fuel thermal stability on fuel nozzle support manifold 
plugging and fuel nozzle fouling. 

TF30-P-414 main fuel controls (MFC's) which incorporate 
a recent Microseal treatment engineering change show a wide 

-_—-^ 

Curves; 
B-10 10% Cumulative Failure 
B-50 50% Cumulative Failure 
B-90 90% Cumulative Failure 

^ s . B-10 ^ " ^ ^ ^ ^ B-50 

1 ! 

^ ^ ^ ^ ^ ^ ^ B-90 

1 1 
Relative Service Life — % 

Fig. 2 Effect of fuel lubricity on unmodified hydraulic pump life 

tolerance to fuels of poor lubricity. Original model MFC's 
without this engineering change have been found to 
malfunction when exposed to low-lubricity fuels. The failure 
mode is a random hang-up which occurs suddenly but is self-
correcting when normal-lubricity fuel is reintroduced. Under 
ATP Phase II component tests were conducted to quantify 
this effect. As shown in Fig. 1, fuels whose ball-on-cylinder 
(BOCLE) wear scar diameter is less than a critical value have 
no effect on MFC operation while fuels with BOCLE wear 
scar diameters above this value are clearly unsuitable. 

Low-lubricity fuel can produce excessive wear of the TF30-
P-414 hydraulic pump. The effect of lubricity on the 
hydraulic pump service life based on limited field service data 
is illustrated in the chart shown in Fig. 2. An increase in the 
BOCLE wear scar diameter of 60 percent is estimated to 
reduce pump life by 50 percent. 

Lubricity effects in the afterburner and exhaust nozzle 
control are similar to the MFC, although somewhat less 
sensitive. As with the MFC, incorporation of the microseal 
treatment greatly reduces the control sensitivity to changes in 
fuel lubricity. 

The only TF30-P-414 component for which there are 
documented test results for varying viscosity fluids is the main 
fuel control. Test data are limited, but they show that in­
creased viscosities can affect the ground starting capability. 
Figure 3 shows the relationship between viscosity and tem­
perature for which normal accelerations could be obtained 
and also the limits for engine light-off with hung ac­
celerations. Fuels falling below the normal accel threshold 
will result in degraded start performance; those below the 
engine light-off threshold are unsuitable for operation with 
the TF30. This correlation was developed assuming a strict 
dependence of starting characteristics on fuel viscosity, thus 
ignoring other ignition dependent fuel properties such as 
volatility and surface tension. This assumption is not com­
pletely realistic; however, the correlation does provide an 
indication of the effect of fuel viscosity on ground start 
capability. 

Fuel viscosity may also affect the MFC in such a way as to 
impair air starting and control response but no data exist with 
which reliable correlations can be made. There are also no test 
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Fig. 3 Effect of fuel temperature on engine starting capability 

Fuel Parameter Ratio, FCP/FCPJP_5 

Fig. 4 Effect of fuel properties on relight altitude 

data defining afterburner and exhaust nozzle control per­
formance with high-viscosity fuels or fuels at varying tem­
peratures, but since this component is similar to the MFC in 
construction, reductions in response may result. As fuel is 
metered open loop in the afterburner fuel control, errors in 
fuel metering affecting steady-state performance may also 
develop if operated on high-viscosity fuels at low tem­
perature. 

Assessment of the effect of changes in specific gravity on 
the TF30 fuel systems indicates that its sensitivity is low. 
Pumps will be affected to the extent that pressure rise and 
horsepower are proportional to specific gravity. The controls 
are provided with adjustments to compensate for specific 
gravity changes within the nominal range of JP-4 and JP-5. 

Increases in the freeze point of future fuels may have an 
impact on operation at low soak temperatures. Areas of 
concern when operating on partially frozen fuels are degraded 
pump performance and plugging and clogging of flow orifices 
and nonrelieving screens and filters. Increasing viscosity, 
which should accompany rising freeze point, will probably 
have a more severe impact on day-to-day performance. 
However, the high freezing point of marine diesel fuel (up to 
270 K) will limit its use in emergency situations. 

The applicability of materials used in the TF30 fuel system 
was generally found to be unaffected over the range of fuel 
properties and conditions likely to be encountered in Navy 
applications. Fluorocarbon and fluorosilicone O-rings should 
be unaffected by fuel system operation up to 40 volume 
percent aromatic content, the limit of the ATP Phase II data. 
Aromatic concentrations above 40 volume percent are con­
sidered to be very unlikely. High aromatic content can be 
quite detrimental to polysulfides and to BUna-N rubbers. 
Buna-N is found primarily in earlier engine designs and is not 
found in most models of the TF30. The only use of Buna-N in 
the TF30 is in the nonafterburning TF30-P-408 engine. 
Polysulfide sealants are not used in the TF30, but are used in 
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Fig. 5 Effect of fuel properties on ground start ignition limits 

low-pressure, low-temperature static application in the F-14 
aircraft fuel system. 

Fluorosilicone elastomers sometimes respond to cyclic 
changes in aromatic concentration and ring structure causing 
an alternating swelling and shrinkage which may produce 
leaks in some applications. Experimental laboratory studies 
conducted under ATP Phase II showed that this effect was 
magnified when the aromatics were primarily the low-
molecular-weight compounds found primarily in JP-4. Thus 
this hysteresis effect is of concern primarily where JP-4-type 
fuel with widely varying aromatic concentration is used or 
where a highly aromatic JP-4 is interchanged with a kerosine 
base fuel such as JP-5 or JP-8. 

The pumps and heat exchangers within the TF30 fuel 
supply system produce fuel temperatures up to 460 K at the 
fuel spray nozzle primary orifice. This maximum temperature 
is achieved at high altitude-low Mach number operation and 
at other operating points where the fuel temperature is 
reduced. Some blockage in the nozzle support manifold and 
distortion of the fuel nozzle spray pattern is found during 
engine hot section inspections. The frequency with which this 
problem is encountered appears to be directly tied to the 
length of time the engine is operated at high fuel inlet tem­
peratures. For example, maintenance records show a much 
higher incidence of nozzle fouling in the TF30-P-414 used in 
the F-14 than in the TF30-P-3 and P-100 models used in the F-
111. This is attributed to differences in mission requirements 
which result in the F-14 flying a much larger percentage of the 
time at high altitude-low Mach number flight points. Heated 
fuel bench testing has shown that the nozzle fouling rate 
correlates well with the jet fuel thermal oxidation test 
(JFTOT) breakpoint temperature, but a quantitative 
relationship has not yet been developed. Any significant 
decrease in fuel thermal stability as determined by the JFTOT 
breakpoint temperature is predicted to have a detrimental 
effect on this nozzle fouling rate. 

Combustion Related Fuel Effects 

Combustion related fuel effects fall into two categories: 
those that are dominated by fuel vaporization, e.g., ignition 
and combustion efficiency and those that are dominated by 
differences in the fuel chemical make-up, e.g., smoke 
generation and radiation. Two parameters have been 
developed to correlate vaporization related effects. The fuel 
characterization parameter FCP was developed from an 
ignition model formulated by Ballal and Lefebvre for ignition 
of a heterogeneous mixture in a flowing stream [5]. A similar 
expression, the vaporization index VI, was developed from a 
greatly simplified analysis of droplet vaporization [6]. 

Variations in altitude relight capability correlate very well 
with FCP. The FCP for the TF30 (and any other engine with a 
pressure atomizing nozzle) is 
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FCP = 
l n ( l + B ) 

(1) 

where 

Pf = fuel density, kg/m 
Of = fuel surface tension, N/m 

AP = nozzle primary pressure drop, kPa 
Vf = fuel kinematic viscosity 
B = Spalding mass transfer number based on 10 percent 

distillation temperature 

The most predominant fuel properties in this relationship are 

Change in 
Combustion 

Efficiency - % 

• 4 - _|_ 

Vaporization Index 

Fig. 6(a) Effect of fuel on combustion efficiency 

Change in 
Combustion 

Efficiency - % 

Percent Thrust 

Fig. 6(b) Effect of thrust on combustion efficiency 

viscosity and fuel volatility. Note that while surface tension 
and fuel density appear in the relationship with larger ex­
ponents than viscosity, the potential variation in these 
variables is small relative to viscosity; consequently, the 
potential effect is secondary. Nozzle pressure drop will remain 
essentially constant for a constant fuel flow rate. The 
correlation of changes in relight altitude with FCP is shown in 
Fig. 4. Note that the sensitivity of altitude capability to 
changes in FCP is also a function of combustor airflow and 
that the sensitivity increases as air flowrate diminishes. Thus 
the greatest fuel sensitivity occurs in the high-altitude-low 
Mach number region where ignition is most difficult. 

The vaporization index is expressed as 

VI = 
8(Dn/Di: •y 

In (1+5) 
(2) 

where 

Di2 = Sauter mean diameter (microns) 
8 = fuel specific gravity 

Figure 5 shows the correlation of ground start fuel-air ratio 
with VI and Fig. 6(a) shows the combustion efficiency 
correlation for sea level idle operation. At thrust levels above 
idle, combustion efficiency rapidly approaches 100 percent 
and fuel effects diminish as shown in Fig. 6(b). For thrust 
levels above idle the efficiency loss may be estimated by 

(3) 

where 

••Ref 

L = (LReJ){L,/LRI) 

combustion efficiency loss 
efficiency loss with JP-5 at the thrust of interest 

Lj = efficiency loss at idle with the fuel of interest 
LRI = efficiency loss at idle with JP-5 

Since the fuel-induced loss in combustion efficiency is only 
appreciable at low power levels where the effect on fuel 
consumption is minimal, efficiency losses are not a significant 
concern. 

Combustor exhaust smoke and radiation correlate with fuel 
hydrogen content. The amount of smoke generated with JP-5 
is a function of engine operating condition as shown in Fig. 7. 
The smoke number with another fuel may be related to the 
smoke number with JP-5 at the engine operating point of 
interest through the equation 

SN - SNB„, 

Q P-414 Sea Level Engine Data 
^ P-3, Engine Altitude Data 

Mach 0.8 35,000 ft 
A P-3, Engine Altitude Data 

Mach 0.8 35,000 ft 
Rig Data - Near Cruise 
Fuel Effect Rig Data - SLTO 

Hydrogen Content - % 

Fig. 7 Effect of hydrogen content on smoke 
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SN = SN«C/ 1 + 
(H, 

Ref 
-H2) 

( 1 7 ~ ^ R e / ) 
(4) 

where 

SN = smoke number 
H2 = hydrogen content, % by wt. 
Ref = refers to baseline fuel value (usually JP-5) 

The effects of vaporization rate and naphthalene content on 
smoke formation were also considered. It was concluded that 
their effect was small and their inclusion as separate variables 
did not statistically improve the hydrogen correlation [6]. 

Increased radiation will raise the combustor liner tem­
perature, thereby reducing low-cycle-fatigue (LCF) life. The 
correlation of LCF life with fuel hydrogen content is given in 
Fig. 8. As indicated in the figure, a 1.0 percent reduction in 
hydrogen content will result in a 25 percent reduction in 
combustor liner life. The LCF life analysis is discussed in [3]. 

Within reasonable limits turbine efficiency will not be 
affected by fuel property variations. Turbine durability is 
affected by the fuel through measurable changes within the 
combustor. The combustor characteristics which affect the 
TF30 are pattern factor and radiation. Pattern factor and 
radiation effects are felt by the turbine first-stage vanes but do 
not impact the turbine blades or higher-stage vanes. Since the 

Relative 
Lite 

20 I X. I 1 1 > 
' 12 13 14 15 

Hydrogen Content - % 

Fig. 8 Effect of hydrogen content on combustor liner life 

first-stage vanes are the life limiting area in the TF30 turbine, 
any reduction in first-stage vane life will seriously impact 
TF30 maintenance cost. 

The effect of fuel property changes on pattern factor has 
been measured in TF30 combustor rig tests. The applicability 
of these data to full engine operation is open to question, but 
assuming the correlation is directly applicable the effect on 
turbine life is significant. Figure 9 shows the combined effects 
of fuel properties on TF30 first vane life. The fuel physical 
properties, i.e., viscosity, volatility, and density, may be used 
to calculate the vaporization index which directly determines 
combustor pattern factor. Radiation effects are accounted for 
by the lines of constant hydrogen content. By matching the 
fuel vaporization index to the fuel hydrogen content the 
turbine life with the fuel of interest is indicated. 

Sector rig testing conducted under ATP Phase II provided 
quantitative data for prediction of TF30-P-414 augmentor 
combustion efficiency, ignition limits, and blow-out limits. 
Correlation of the data showed a surprising increase in 
combustion efficiency with reduced volatility fuels, i.e. 

V = VRef + (0.749/Ar10 - 0.3A790) f/a + 0.0267(Ar10) 

+ 0.165(Ar9O) (5) 

where 

Ar10 = (Tf— Tref) at the 10 percent recovery temperature 
ATô j = (TF-Tref) at the 90 percent recovery temperature 

f/a = overall fuel-air ratio 
rj = combustion efficiency 

Ref = reference fuel, typically JP-5 

The altitude ignition capability of the augmentor correlates 
well with vaporization index as shown in Fig. 10. A significant 
reduction in ignition capability was found with the more 
viscous, less volatile fuels. The magnitude of the efficiency 
increase and loss in ignition capability may have been 
exaggerated by the nature of the sector rig tests, but the trends 
are believed to be correct, at least as they apply to the TF30-P-
414. Of the two effects, the loss in ignition capability is an­
ticipated to be the more significant. 

No data have yet been obtained on the effect of fuel dif­
ferences on the TF30-P-414 augmentor liner temperature. 

Decreasing 
Hydrogen Content 

Increasing 
Viscosity 

Relative 
Life 

L 
1.10 1.20 

Vaporization Index (VI) 

Fig. 9 Fuel effect on turbine (first-vane) life 
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Fig. 10 Effect of fuel on augmentor ignition (rig data with electric 
ignitor) 

Data for the TF30-P-3 from [4] indicate that liner temperature 
may show a slight sensitivity to fuel hydrogen content, but the 
data cannot be directly applied to the TF30-P-414. It is an­
ticipated that the effect of fuel hydrogen content on 
augmentor liner life will be similar to, but less severe than, the 
effect on mainburner life. 

4 Use of broadened specification fuels including fuels with 
aromatic concentrations up to 40 volume percent should not 
affect the life or suitability of elastomeric seals in the TF30 as 
long as the flashpoint is limited to above 333 K (60°C). 

5 The effect of fuel properties on combustion efficiency is 
of secondary importance. 

6 Reduced fuel thermal stability is likely to cause excessive 
fuel injector fouling, but more data are necessary to quantify 
the effect. 

7 If current predictions based on combustor rig data are 
correct, increased viscosity and reduced volatility can 
seriously reduce turbine life. Such a reduction would be the 
most important single fuel effect on engine maintenance and 
life cycle cost. The effect of fuel property variations on 
pattern factor and the resulting impact on turbine life is the 
most important unanswered question relative to TF30 fuel 
effects. 

8 Use of fuels with higher viscosity and lower volatility 
than specification JP-5 will result in reduced augmentor 
ignition limits. Other augmentor fuel effects are probably 
minor. 

Conclusions 

Evaluations of the TF30 conducted under the ATP and 
other U.S. Navy and Air Force sponsored programs provide 
one of the most complete fuel characterizations available for 
any gas turbine engine. Most of the important fuel effects 
have now been examined and quantitative correlations 
developed; however, a few uncertainties remain. The current 
status may be summarized as follows: 

1 The most critical fuel related safety problem (aside from 
serious fuel contamination) is possible hang-up in unmodified 
main fuel controls caused by use of low-lubricity fuel. It is of 
particular concern that fuel lubricity is not part of current gas 
turbine fuel specifications and is not usually measured. 

2 Use of fuels with higher viscosity and lower volatility 
than specification JP-5 will result in reduced mainburner 
ignition, start transient, and altitude relight capability. The 
reduced capability is primarily of concern for low-
temperature operation. 

3 Reduced fuel hydrogen content will cause increased 
smoke and reduced combustor and turbine life. 
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Rotating Stall Caused by Pressure 
Surface Flow Separation on 
Centrifugal Fan Blades 
A rotating stall associated with massive flow separation on the pressure surface (p-
stall) of a centrifugal fan blade is identified. The stall cell rotates in the same sense 
as the rotation of the impeller. The frequency of pressure pulsation is greater than 
the running frequency and approaches 4/3 the running frequency. It is proposed 
that the mechanism of p-stall propagation is similar to that of the classical rotating 
stall caused by flow separation on the suction surface (s-stall). However, it is 
emphasized that the cause of p-stall is different from s-stall and any corrective 
treatment applied should take its nature into consideration. In the present work, 
pressure surface stall was induced by prerotating the inlet flow using inlet guide 
vanes and operating the fan against a low system resistance. Heuristic models are 
proposed for the inception and propagation of p-stall, and computational 
predictions of the flow fields, along with experimental results, are presented to 
support the model. 

Introduction 

Rotating stall in turbomachinery has been widely discussed 
in the literature and its behavior documented by experiments 
[1-4]. Its occurrence has been identified in both axial and 
centrifugal pumping machines. Although the majority of the 
literature is related to stall in compressors, the behavior of 
stall is similar in fans. However, high-specific-speed cen­
trifugal fans are characterized by geometric features which 
differ considerably from compressors. Blade leading edges 
are usually straight across the blade span (parallel to the fan 
axis), wide relative to other machines, and not twisted. The 
ratio of the fan inlet radius and the minimum radius of 
curvature of the end wall comprised by sideplate and inlet 
cone is usually rather large so that the radial component of the 
inflow velocity can vary strongly across the blade span. Both 
of these factors lead to unusually large variations in velocity 
and incidence distributions across a blade leading edge, both 
at design flow rate and particularly at higher or lower flows. 
Because of the potentially large variations, it should be ex­
pected that leading edge incidence effects leading to blade 
stall occurrences will cover a wider range of behavior in a 
centrifugal fan than would be observed in pumps or com­
pressors. 

Classical rotating stall is always associated with flows well 
below the design flow rate. While models detailing the 
phenomena are available [1, 2], the concept of rotating stall 
inception and sustenance is discussed here for completeness. 

Volute' 

Backplate 

Blade 

Sideplate 

Inflo-

• I m p e l l e r 

I n l e t Cone 

Fig. 1 Centrifugal fan components 
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Figure 1 shows the configuration of a centrifugal fan with 
its various components. Figure 2 shows the front and side 
view of a typical backwardly curved, airfoil-bladed cen­
trifugal fan impeller. As seen in Fig. 3, Wx is the relative flow 
with respect to the blade leading edge, and Vr is the radial 
component of the inflow vector. At some flow below </>des, /3iy 
is less than fi1, blade leading edge incidence (a) increases, and 
finally causes stall in a blade passage. The restricted flow 
passage in this channel causes a rearrangement of the entering 
flow field in the neighboring passages. In the forward 
passage, the entering flow vector Vx rotates in a prespin sense, 
relieving the approach to stall, while Vx in the following 
passage undergoes a rotation in a contraspin sense causing fi^ 
to decrease and thereby stalling that passage. By this 
argument, it can be seen that a stall cell consisting of one or 
more blade passages is created. It is also evident that this stall 
cell will rotate relative to the blade row in a sense opposite to 
that of the impeller. 
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Fig. 2 Fan/blade geometry 
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Fig. 4 Nondimensionalized radial and meridional component of inlet 
velocity at blade leading edge for Design 1 at 0 = 0.2017 based on 
quasi-three-dimensional analysis [9] 

_B - Blade Angle 

rtf *• .33605 

Fig. 3 Inlet velocity vector diagrams 

x /L l 

Fig. 5 Flow angle and blade angle distribution at leading edge for 
Design 1 based on quasi-three-dimensional analysis [9] 

The stall speed in the stationary reference, us = costan, lies 
between 0.75 co and 0.67 co, tending toward 2/3 co [4, 5]. For 
the purpose of clarity, this type of stall is referred to as 
rotating suction stall, or s-stall. 

It is now proposed that under conditions where filf >>0i 
such that a approaches astall on the pressure surface, stall of a 
blade passage occurs. In this case, however, the prespun inlet 
flow vector Vi in the forward passage stalls that blade passage 
while stall inception in the contraspun following passage is 
suppressed (excessive negative incidence is relieved). The stall 
cell in this situation moves forward and, again, may consist of 
one or several blade passages. If this stall should occur, the 
stall speed referred to a stationary reference frame will be 
cos = co + costaU, where costaU is the stall cell speed relative to the 
rotating impeller. Since the inception of a forward rotating 
stall depends on stall of the pressure surface, for clarity it will 
be referred to as rotating pressure stall, or p-stall. Prior ex-

A 

c, 
D 

L\ 

L2 

P 
Ap 
dp 

Q 
Rl 
R2 

= fan reference area, -KD2 /4 
= slip factor for induced 

tangential velocity 
= fan diameter 
= width (axial) of blade 

leading edge 
= width (axial) of blade 

trailing edge 
= pressure 
= pressure rise 
= normalized rms pressure 

fluctuation in stall 
= volume flow rate 
= radius to blade leading edge 
= radius to blade trailing edge 

U = 
V = 

w = 
x = 

a = 
& = 

e = 

CO = 

4> = 
•% = 

p = 

peripheral speed 
absolute velocity 
relative velocity 
axial distance from sideplate 
along leading edge 
flow incidence angle 
blade or relative velocity 
angle, Fig. 3 
inlet velocity swirl angle 
relative to axial direction 
rotational speed 
flow coefficient, Q/(U2A) 
pressure rise coefficient, 
*p/VApU\) 
air density 

Subscripts 
av = 

des = 

/ = 
m = 

p-stall = 
r = 
s = 

s-stall = 
1 = 
2 = 

average 
design point, zero average 
incidence at blade leading 
edge 
flow related 
meridional direction 
pressure surface stall 
radial direction 
stall 
suction surface stall 
leading edge, i.d. 
trailing edge, o.d. 
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Fig. 6 Incidence angle distribution at blade leading edge of Design 1 
based on quasi-three-dimensional analysis [9] 

.9 1 .0 

Fig. 7 Incidence angle distribution at blade leading edge of Design 2 
based on quasi-three-dimensional analysis [9] 

Fig. 8 * versus 4> for both designs (experimental results) 

perience with pumps [6] pulsating at very high flow rates 
seems to support this concept. 

In order to achieve the condition of large negative incidence 
that will support p-stall, it is clear that </> must be larger than 
0des, in general. For positively cambered blades, this stall need 
not be precipitous (see [7]) and may occur at values of a much 
higher than that for as-staii • Indeed, values of 13lf large enough 
for stall may occur only by the compounding effect of in­
creased preswirl (Fig. 3). That is, one case where conditions 
are right for forward rotating stall is where 4> is larger than 
</>des and preswirl is positive, for example when inlet guide 
vanes are turned down. 

In the case of rotating suction stall, the operating con­
ditions are clearly outside the design bounds. Such is not 
necessarily the case where p-stall is expected. The blading 
itself is designed to operate satisfactorily in this regime. Since 
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Fig. 9(a) Test setup and instrumentation block diagram 

Fig. 9(b) Probe orientation 

turning vanes are usually a primary control device, the flow 
field even under turned-down conditions is expected to fall 
within stall limits. It is suggested that typical fans will 
generally undergo severe p-stall only in the presence of a 
strong supporting influence such as precessing inlet vortex. 
The preswirling flow through the converging section of an 
inlet provides proper conditions for vortex precession [8]. 
Precession of the vortex allows the vortex centerline to deviate 
from the fan centerline and move radially into the blade row 
leading edge. The swirl velocity in the precessing vortex 
aggravates the situation of excessive (3V in the sideplate region 
of the blade row, assisting in stall inception. Once stall in a 
blade passage is achieved, the stall cell propagates forward in 
the same direction as the precessing vortex. 

To test this hypothesis, two fan designs were considered. 
The flow field in each design was calculated using a quasi-
three-dimensional computational scheme [9, 10] for tur-
bomachinery flows. To get experimental verification, these 
fans were operated at various inlet vane settings and throttle 
settings to cover the majority of their performance maps. 
During operation the flow output of the impeller was 
monitored in time and frequency domain. The results of both 
phases of the investigation are reported here. The two fans are 
referred to in this work as Design 1 and 2. While most of the 
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Fig. 10 Time and frequency scan of impeller exit flow for Design 1 at Fig. 11(a) Time and frequency scan of impeller exit flow of Design 1 at 
6 = 0.288 at location B 0 = 0.144 at location A 

discussion is presented for Design 1, results for Design 2 are 
also included as supportive evidence. 

Analysis 

The entire flow field within the impeller was resolved using 
the numerical approach. The area of interest in the present 
model is around the leading edge of the rotating blade row. 

In the context of Figs. 2 and 3, an average value for the 
radial inflow velocity Vrl may be calculated by 

Vx — Q 

1,aV 27T(i?l)(Xl) 
The meridional and radial velocity normalized on Klav is 

presented as a function of the leading edge length measured 
from the sideplate in Fig. 4. A family of curves for various 
values of 4> covering the operating range of the fan is included 
in all plots. The blade leading edge angle, measured in the 
meridional plane, is presented in Fig. 5, along with the actual 
flow angle /3y. The difference between the blade angle and 
flow angle, the incidence angle, is presented in Fig. 6. It is 
noted that the numerical model does not take into account any 
prerotation of the inlet velocity due to viscous effects and that 
the swirl entering the impeller is zero. The incidence angle 
results for Design 2 are included in Fig. 7. Plots of ¥ versus <j> 
for both the fans are included in Fig. 8. 

The incidence angle distribution suggests that for <j> larger 
than </>des, there is a change in sign with the incidence being 
positive in the vicinity of the sideplate and dropping to a 
negative value near the backplate. It is also reasonable to 
expect that the actual inlet flow is prerotated due to viscous 
effects and will tend to shift the family of curves in Figs. 6 and 
7 to a more positive position. Experimental evidence of this 
skew in incidence angle may be deduced from measured blade 
pressure profiles [11]. 

The condition of high incidence at the sideplate side of the 
leading edge is made worse by the addition of any prerotation 
to the inlet flow by use of inlet guide vanes. Consider the inlet 
condition as represented by Fig. 3. 

where fluid angle e is the angle of the inlet flow vector, 
measured relative to the fan axis (positive in the turned-down 
direction), and V{ is the vector sum of the axial and radial 
components of the inflow vector. 

That j3y increases with e is evident, and it is seen that a 
positive shift of the family of incidence curves will occur. 
Furthermore, the effect of increased j3y due to increased e is 
skewed and greater near the sideplate since Vx is greater there. 
dflif/de is given by 

de 

Ff-l/,K,sin(e) 
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Fig. 11(b) Time and frequency scan of impeller exit flow for Design 1 
at (̂  = 0.144 at location B 
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Fig. 11(c) Time and frequency scan of impeller exit flow for Design 1 
at ^ = 0.144 at location C 

For e small (or in the limit as e = 0), 

'3/3 m 2ii 

increases, d|6y/de increases, causing a 

-2C/1K1sin(e)+Ffsin2e 

That is, as Vx 
magnified effect near the sideplate. 

The behavior of stall speed in relation to <j> may be an­
ticipated through examining the distribution of incidence 
angle at the leading edge. While positive e causes a to in­
crease, the turn-down also modulates the flow output, 
reducing VrX. This causes an opposing trend which reduces 
Py. However, as shown above, f}lf increases more rapidly at 
the backplate compared to the sideplate based on modulation 
of the radial component of V\, or </>, since Vn is changing 
rapidly at the backplate, proportionately. That is, the in­
fluences of e and Vrl may reinforce to yield a highly skewed 
incidence angle distribution. The result is strong negative 
(pressure side) incidence at the sideplate and strong positive 
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Fig. 12(a) Time and frequency scan of impeller exit flow at location A 
of Design 1 at * = 0.24 and inlet vane setting of 60 deg 
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Fig. 12(b) Time and frequency scan of impeller exit flow at location B 
of Design 1 at 4> = 0.24 and inlet vane angle = 60 deg 
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Fig. 12(c) Time and frequency scan of impeller exit flow at location C 
of Design 1 at <t> = 0.24 with inlet vane angle = 60 deg 
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Fig. 12(d) Time and frequency scan of impeller exit flow at location D 
of Design 1 at 0 = 0.24 and inlet vane angle = 60 deg 

(suction side) incidence at the backplate. Given such a con­
dition due to positive e and a typical Vrl distribution, 
reduction of 0 will yield s-stall at the backplate; increasing <$> 
will yield p-stall at the sideplate. It appears that overall stall 
cell speed and direction are governed by the combined effect 
of these two types of stall. Further, a balanced condition may 
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Fig. 13(a) Time and frequency scan of impeller exit flow at location A 
of Design 1 at ^ = 0.24, inlet vane angle = 60 deg and dummy shaft 
removed; shows forward rotating stall 
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Fig. 13(b) Time and frequency scan of impeller exit flow at location B 
for Design 1 at <6 = 0.24, inlet vane angle = 60 deg, and dummy shaft 
removed 

yield a stationary cell with respect to the impeller. Calculation 
shows that a uniform 10-deg prerotation imparted to the inlet 
flow of Design 1 will result in an increase of negative in­
cidence angle at the sideplate of about 3.5 deg and about 0.5 
deg at the backplate. The argument holds for the general class 
of fans under consideration here, including Design 2. 

Excessive flow angles at the sideplate under the above 
conditions can cause a stall on the pressure surface. The 
inception of stall in such cases should be in the vicinity of the 
sideplate and could, on development, cover the entire blade 
channel. It is also recognized that for the designs under 
consideration, the backwardly curved blade and the generous 
leading edge geometry [11, 7, 12] mitigate the severity of p-
stall. 

Experiment 

In order to introduce a positive preswirl into the inlet flow, 
a guide vane system was installed in each of the fans to be 
studied. While the vane designs differed in each case, per­
formance in terms of imparting a swirl was comparable. 
Design flow rate for Design 1 was 0 = 0.202; for Design 2, the 
value is 0 = 0.152. More extensive design details are available 
[11]. 

The fans were set up with an outlet duct following the 
AMCA 210-74 code for laboratory testing of fans [13]. An 
additional probe implanted with a high-frequency-response 
pressure transducer was placed close to the trailing edge of the 
blades of the impeller. The probe used for Design 1 was a 
hooked impact tube (diameter = 9.5 mm) while an L-shaped 
impact tube housed the transducer for monitoring Design 2. 
The transducers were piezoresistive devices with a frequency 
range of 0-50 kHz and a flat response of 0-10 kHz. The 
signals from the transducers were fed into a digital storage 
scope, real time analyzer, and an X-Yplotter. In the detailed 
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Fig. 14 Time and frequency scan of impeller exit flow at location A of 
Design 1 at ij> = <l>aes, inlet vane angle = 60 deg, and dummy shaft 
removed; shows a nonrotating stall, us = u 

experiments run on Design 1, the signals were monitored by a 
dynamic signal analyzer. 

The actual measurements were made by triggering a 
tachometer signal obtained from a fiber optic sensor 
monitoring the shaft. The signals were monitored for 0.16 s, 
or about three rotations of the impeller, and were also 
analyzed for frequency content. Since the rotating speed of 
the impeller was 1200 rpm (20 Hz), the range of interest in the 
frequency domain was limited from 0-64 Hz. In the time 
domain, data points were acquired at 1028 reading over a time 
window of 1/64 s. 

The probes were used to monitor the exit flow from the 
impeller in real time. The probes were placed at a distance of 
0.06 D from the trailing edge of the blade. Since they were not 
designed to resolve the flow directions, the turbulence and 
changes in direction within the blade wakes made it difficult 
to get meaningful data too close to the trailing edge without 
time averaging. For the purpose of studying stall, a con1 

siderable amount of qualitative information is lost by time 
averaging since the stall cell is moving relative to the wheel. 
The time-averaged data filter out the stall cell movement. To 
avoid this loss of information, the signal was monitored in 
time domain for a single scan. In the frequency domain the 
signal was averaged over 25 samples. The inability of the 
probes to track flow vectors exactly as a wake or stall cell 
passes the probe causes the pressure magnitude information 
gained to be somewhat qualitative. 

Results 

The experiment on Design 1 was run on two separate 
configurations. In the first case, a "dummy" shaft 
representing a typical arrangement 3 (center-hung wheel) [13] 
was installed. The presence of the shaft tends to stabilize the 
precession of the inlet vortex. In the second case, the shaft 
was removed. 

During the course of the experiment, the fan was run at 
three separate throttle settings (system resistance) for various 
inlet vane angles. For each setting of the fan, the probe signal 
was measured in time and frequency domain at locations A, 
B, and C as shown in Fig. 9. A representative plot is shown in 
Fig. 10. The.y axis represents pressure in mm of w. g. In this 
case the inlet total pressure is the same as the ambient at­
mospheric pressure. 

From the discussion in the previous section, it is clear that 
the inlet flow matches the blade leading edge angle at the 
backplate for high flows ($>0des) and at the sideplate for 
0<<^des. Figure 10 presents the flcSw for 0 = 0.288 for Design 
1, at location B, as a typical example of unstalled off-design 
performance. The blade-to-blade flow is somewhat rough, 
but there are no significant spikes in the accompanying 
frequency domain. 

At stall, </> = 0.144 (Figs, lla-c), the stall cells are clearly 
visible at section A with reduced magnitude at B and C as seen 

-—J .005 s I — 

twin 
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Fig. 15(a) Time scan of impeller exit flow, Design 2 at location B with 
0 = 0.1523 

Cell c e l l Cel l 

Fig. 15(b) Time scan of impeller exit flow, Design 2 at location B, with 
(6 = 0.2112 and vane angle set at 45 deg, showing a forward rotating 
stall 

^WbvWNKK k ^ A A ^ ^ ^ 
0 10 20 30 40 50 60 70 

Frequency (Hz) 

Fig. 15(c) Frequency spectrum of time trace shown in Fig. 15 (b) 

in the figures. The magnitude of the stall, which occurred at 
14.18 Hz, rapidly diminishes from A to C, suggesting that the 
total separation at the backplate side of the blade is the 
driving mechanism for s-stall. Second and third harmonics of 
the stall are also visible in Figs. 11(a) and 11(6). The time 
traces show a time lapse between cells of roughly 0.072 s. 
while a revolution of the fan requires 0.05 s. Clearly the cell is 
rotating more slowly than the fan itself. 

At a 60-deg prespin vane setting, Figs. 12(a), 12(6), and 
12(c) show evidence of a forward rotating stall. Figures 12(a) 
and 12(6) show multiple peaks in the vicinity of 23 to 27 Hz 
(1.15 -1.35) times running frequency. A measurement taken 
closer to the sideplate (Fig. \2d) shows a single spike at 23 Hz. 
Here, the time lapse between cells is roughly 0.045 s. The 
behavior indicates a strong single cell rotating just slightly 
faster than the fan. (If the frequency were interpreted as 
signifying two cells, they would be rotating very slowly in­
deed.) 

In the second configuration of Design 1, the shaft was 
removed. While the frequency is unchanged, the magnitude 
(see Figs. 13a and 136) of pressure pulsation expressed as a 
percentage of local static pressure is substantially higher. The 
significant difference in these results supports the concept of 
the reinforcing effect of a precessing vortex. Visualization of 

780/Vol. 107, JULY 1985 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.71. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



2.0. 

1.8-

1.6. 

1 .4+ 

1.2. 
w 

1.G-- a 

Q 

• TD 

0.8. Q 
.3 

0.6-. 

0.4. 

0 .2- -
:*¥> 

Q - (i) / t o 
s 

o - 6p 

l_g-

2 . 0 

- 1 1 1 1 1 1 1 1 1— 
0 .1 .2 .3 .4 .5 .6 .7 .8 .9 1.0 

• V* 
Fig. 16 Variation of stall frequency and magnitude over the operating 
range of Design 1 set at an inlet vane angle of 45 deg 

2.0_^ 

1. 

1.6. . 

1.4 

1.2 

i 1-° 
0 .8 

0.6 

0.4 

0.2 

0 

O- 6p" 

to 

1.0 

.150 .225 

Fig. 17 Variation of stall frequency and magnitude for Design 1 at 45-
deg vane setting expressed against <j> 

The magnitude of the pressure pulsation associated with 
stall is shown in Fig. 17. Here Sp is the approximate rms 
magnitude normalized by the static pressure rise of the fan at 
a given flow rate <j>. The curve shows a double minimum 
behavior, where the first minimum occurs at the value of 4> 
yielding best efficiency at the 45-deg vane setting. The im­
plication of the second minimum is not presently understood. 

Conclusions 

Evidence has been presented to support the contention that 
under certain conditions such as a preswirled inlet flow at a 
low system resistance, a forward rotating stall can be 
sustained in a centrifugal impeller. It has been shown that the 
frequency of stall can be made to vary continuously from the 
lowest system resistance to the fully developed s-stall con­
dition. 

The proposed model for p-stall inception seems to be 
supported by the experimental evidence. Stall inception under 
the conditions supporting p-stall appears to require a "seed" 
or "trigger" in the form of a precessing vortex or other 
significant disturbance in order to attain large amplitudes of 
pressure variation. Another potential seed is a highly 
nonaxisymmetric back pressure at the outlet of the impeller. 

Since the results of this work indicate that the stall 
phenomenon in centrifugal fans is considerably more complex 
than was previously known, more study needs to be done to 
further categorize the complete range of behavior of rotating 
stalls. In particular, some means of visualizing the flow in the 
impeller or on-board total pressure or velocity probes located 
in each blade channel would help to clarify the existence of the 
single, forward-rotating stall cell. 

this flow with tufts lends support to the notion, showing 
motion of such a vortex and its penetration into the blade 
row. 

In Fig. 14 the throttle was adjusted to operate the fan at its 
peak efficiency point for a 60-deg vane setting. The stall is 
evident (based on the magnitude of the 20 Hz spike, compared 
to that of Fig. 10), a ratio of = 10:1, but the frequency is 
equal to the running frequency; that is, a very strong 
disturbance (a stall cell) exists, and is stationary with respect 
to the impeller. 

Figure 15(a) shows a time trace of the approximate 
stagnation pressure for Design 2 at 0des with the probe located 
at B. The fan was also run with the inlet vanes at 45 deg and a 
throttle setting corresponding to <£ larger than </>des at e = 0. 
The time trace shows the stall cells very clearly (Fig. \5b) and 
the frequency spectrum (Fig. 15c) indicates the major spectral 
component at 26.5 Hz or 1.33 co. 

From the results for Design 1, it is seen that the frequency 
or speed of stall varies with the system resistance. This 
variation appears to be continuous from about 1.3 oi to 0.7co 
with increased system resistance. To check this continuous 
behavior, a series of tests were run at a fixed inlet vane angle 
of 45 deg for various throttle settings. These results, shown in 
Fig. 16, show continuous variation of the stall speed or 
frequency from an upper limit of approximately 1.35 u at low 
system resistance (</>>0des) to 0.75 o> at high resistance 
(<£<(/>des). The stall frequency tends toward the limiting value 
of 0.67 OJ as <t> approaches zero. This continuous behavior in 
frequency is considered to be strong support for the concept 
of a single cell rotating either forward or backward relative to 
the fan itself. The same trend was observed for Design 2 [14], 
Figure 16 shows co/co as a function of $2/¥ which represents 
the inverse of the parabolic system resistance curve or the 
inverse of the "diffusion" property of the impeller, ty/Q2 [15, 
16]. (Note the stationary cell behavior cos/co = 1.) 
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Distorted Flow Field in 
Compressor Inlet Channels 
Solving the complex inlet-distortion related problems in turbojets or turbofans has 
become crucial to the successful development of new-generation engines. In order to 
curtail costs, reliable prediction methods, both analytical and numerical, must be 
developed and implemented. ONERA has been studying this problem for several 
years now. This paper reports on the preliminary numerical investigations of the 
three-dimensional flow field in the annular duct extending in front of a compressor 
with distorted inflow. The computational approach is a fully unsteady time-
splitting, finite difference method solving the inviscid flow equations with 
nonuniform steady boundary conditions. Some analytical examples are presented 
and discussed. Matching of this three-dimensional computer code with models 
representing rotating or fixed blade rows is under way and will be reported on in a 
future contribution. 

1. Introduction 

The development of new generation fighter aircraft calls for 
careful design of propulsion systems and proper integration 
of the aircraft body, air intakes, engines and ejectors. This 
requires a lot of cooperative hard work on the part of both 
aircraft and engine manufacturers; one of the major problems 
facing the engine designers is that of predicting the response 
of turbomachines to inlet flow nonuniformities resulting from 
critical operation of the aircraft at the outer limits of the flight 
envelope or atmospheric turbulence or armament firing—just 
to name a few sources of distortion (for a more complete 
survey, see [1]). It is well known that these degraded inlet 
conditions can trigger engine instabilities. The axial flow 
compressor is particularly sensitive to inlet distortion and a 
compressor stall can lead to engine surge which must be 
avoided in any event. Considering the widespread occurrence 
of distorted flow and the detrimental and sometimes fatal 
effects it may have on engine operation—not to mention the 
general complexity of the problem—it is not surprising that a 
great deal of study has already been devoted to nonuniform 
flows in axial turbomachines. In particular, steady, cir­
cumferential inlet distortion has been extensively investigated 
as it can greatly effect compressor stall margins and per­
formance. However, most of this theoretical work has been 
carried out under the assumption that the flow nonuni­
formities are small perturbations superposed on a uniform 
mean flow in such a way that the leading equations can be 
linearized, (see Plourde and Stenning [2], Erich [3], Fabri [4], 
Callahan and Stenning [5] and others for two or three-
dimensional analyses). 

There are, however, many instances where this type of 
approximation is no longer sufficient and the complete set of 
nonlinear equations must be considered. This is the case, for 
example, when the compressor operates close to the stall line 
at a high pressure ratio and reduced mass flow, in a region of 
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Conference and Exhibit, London, England, April 18-22, 1982. Manuscript 
received at ASME Headquarters December 10, 1981. Paper No. 82-GT-125. 

the operating field where small perturbations can degenerate 
into large amplitude instabilities. Unfortunately, the ever-
increasing demands for engine performance push the 
operating point further into this zone and make it necessary to 
analyse the problem on a nonlinear basis. This calls for 
numerical solutions. 

The first attempts to solve the problem of nonlinear 
distorted inlet flows were made by Nagano and Takata [6] and 
Adamczyk and Carta [7], both of which were based on a two-
dimensional approach. The flow outside of the blade rows is 
assumed inviscid and incompressible and is described by the 
classical unsteady flow equations which are integrated 
numerically. The solutions are matched at the blade row, 
using matching conditions obtained from an unsteady blade 
passage analysis based on an actuator disk model. Some 
interesting results have been obtained, showing the various 
kinds of response of the blade row as a function of the in­
tensity of the distortion and of the position of the operating 
point in the characteristic field. Moreover some kind of 
propagative perturbation has been shown to appear under 
certain conditions usually associated with the occurrence of 
rotating stall. However, it may be somewhat optimistic to 
relate the theoretically obtained flow patterns to the more 
complex rotating stall bubbles in which strong three-
dimensional effects and backflows have been observed ex­
perimentally [8]. 

More recently, Greitzer and Strand [9] have called attention 
to the behaviour of circumferentially nonuniform swirling 
flows that occur (a) in turbomachines once the flow has 
passed through one or more blade rows or (b) upstream of the 
first rotor as an effect of flow redistribution induced by the 
compressor. The combination of a strong swirl and 
nonuniformities induces three-dimensional effects which 
cannot be taken into account by the above-mentioned two-
dimensional approaches. Kimzey (10) has developed a three-
dimensional computer model based on a finite volume 
method. In this model, the blade rows are replaced by a force 
distribution which must be evaluated by comparison with 
experimental results. 
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Whereas this approach takes into account the basic 
characteristics of the flow (three-dimensional, unsteady, 
compressible), the blade row model seems to rely too heavily 
on empirical data which is not always readily available in the 
compressor development process. Therefore, it appeared 
worthwhile to attempt to build a model that would require less 
data (a sort of generalization of the actuator disk approach 
used by Nagano and Takata and Adamczyk) and would be 
matched to the three-dimensional compressible outer flow 
that must be calculated numerically. 

This paper reports on the first part of this project: it is 
devoted to the development of a three-dimensional computer 
code for compressible nonlinear unsteady and nonuniform 
inviscid flow. This numerical calculation will be used sub­
sequently for the blade-free domain within the compressor. In 
a second step, the solutions obtained will be matched to the 
blade rows. 

2. Three-Dimensional Effects in Nonuniform Swirling 
Flows 

As pointed out by Greitzer and Strand, it appears necessary 
to take into account the three-dimensional nature of 
nonuniform swirling flows in theoretical analyses, in other 
words, to develop three-dimensional computer codes. This 
can best be demonstrated through visualization of the flow in 
a cylindrical annular channel downstream of an inlet guide 
vane with circumferentially nonuniform inflow. Such an 
experiment was carried out in the ONERA water tunnel [11]. 

The nonuniform flow is generated through a classical 
variable porosity distortion screen located upstream of the 
test section as presented in Fig. 1. A one-lobe, sinus-shaped, 
total pressure circumferential distribution is delivered. The 
axial nonuniform flow is then deflected through a high 

Fig. 1 Experimental setup for flow visualization 

solidity inlet guide vane at a constant exit angle of ap­
proximately 50 deg. Flow is visualized downstream of the 
blade row at mid-radius using colored streaks. 

Figure 2(a), obtained without inlet distortion, shows the 
expected wrapping of the streamlines on a surface coaxial to 
the channel walls: no three-dimensional effect is detected. 
Figures 2(b) and 2(c) have been obtained with inlet distortion 
and refer respectively to the picture of the high total pressure 
and low total pressure regions. It is obvious that some strong 
three-dimensional effects exist in both regions. In the high-
pressure portion of the circumference, the streamlines are 
deflected toward the outer casing, while in the low pressure 
zone, the deflection occurs toward the inner casing. Fur­
thermore, these effects do not seem to be negligible. 

As shown by Orietzer and Strand [9], these radial 
displacements can be readily interpreted on the basis of 
simplified radial equilibrium considerations for a high solidity 
inlet guide vane (delivering a circumferentially uniform exit 
angle). With inlet distortion, a static pressure imbalance 
appears in the channel downstream of the row. This 
phenomenon is located at the boundaries between the high 

Nomenclature 

£>z<£ 

Ai~As = coefficients of the 
compatibility equation 
along the negative 
slope C" charac­
teristic line in the inlet 
plane for subsonic 
operation 

Bi~B7 = coefficients of the 
compatibility equation 
along the positive 
slope C+ charac­
teristic line in the 
outlet plane for 
subsonic operation 

E = total energy per unit 
volume 
channel length 
one-dimensional oper­
ators in the time 
splitting scheme 
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time as a multiple of 
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static pressure 
total pressure in the 
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total pressure 
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Subscripts 
c 
h 
i 

J 

k 

= inlet tangential flow 
angle 

= ratio of specific heats 
= absolute cir­

cumferential angle and 
circumferential coor­
dinate in the physical 
reference frame 

= circumferential coor­
dinate in the trans­
formed reference 
frame 

= time increment 
= mesh axial spacing 
= mesh circumferential 

spacing 
= mesh radial spacing 
= density 
= inlet radial flow angle 

= outer casing 
= hub 
= index identifying grid 

point axial location 
= index identifying grid 

point circumferential 
location 

= index identifying grid 
point radial location 
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Flow direction

-­Z

+ and - denote relative
levels of slatic pressure;
arrows show direction
of secondary flow.

High total pressure
and high Va region.

Low total pressure
and low Ve region.

(b) Computational domain

Fig. 4 Transformation of the physical domain

(a) Physical domain

Fig. 3 Flow pattern due to static pressure imbalance (from reference
[9]

3. Numerical Approach

As mentioned above, the calculation presented herein is
part of a larger project: the goal is to predict the response of a
compressor to inlet flow nonuniformities and as a side
product to study propagative perturbations at and relative to
the blade rows such as those obtained in above-mentioned
two-dimensional numerical analyses by Nagano-Takata,
Adamczyk, and others. The basic approach selected here is
quite similar to the ones proposed in the literature: the blade
free channel flow is calculated numerically by integrating the
classical time-dependent, three-dimensional flow equations
and the blade rows are replaced by actuator disk models. Only
the numerical calculation of the blade free channel under
nonuniform boundary conditions is presented here; the
matching of this three-dimensional computer code with the
actuator disk model is still under way and will be reported on
later.

The future application of the three-dimensional code to
inlet distortion problems in compressors determined the
general outline of the calculation. As shown in the previous
section, three-dimensional flows have to be taken into con­
sideration. Further, the occurrence of unsteady inlet con­
ditions such as those encountered in high incidence maneuvers
as well as the concern with the high back-pressure operation

(a) Without Inlet dlstorslon: no three·dlmenslonal effect

(b) With Inlet distortion: high total pressure streamlines deflected
towards outer casing

(c) With inlet distortion: low total pressure streamlines deflected
towards Inner casing

Flg.2 Flow patterns downstream of an inlet guide vane

and the low total pressure regions. It results from the
existence of a larger radial static pressure gradient in the high
total pressure zone than in the low total pressure region. This
pressure imbalance induces some mass flow redistribution at
the interfaces between the regions. This, in turn, leads to
radial flows within the two zones such as visualized in Fig. 2
and schematically described in Fig. 3.

The occurrence of such secondary flows makes it necessary
to approach the theoretical problem of inlet distortion on a
three-dimensional basis. The next section is devoted to the
numerical method selected to solve this problem.
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of the compressor (where large amplitude propagative per­
turbations may appear) calls for a fully unsteady nonlinear 
numerical calculation. On the other hand, it was decided to 
restrict loss generation to the blade rows; the flow in the blade 
free channel is assumed invisicid. 

The domain of interest is schematically presented in Fig. 
4(a). It consists of the annular channel limited by the inner 
and outer casings of the turbomachine (radii rh and rc, 
respectively) and the inlet and outlet planes at abscissa z = 0 
and z = L, respectively. In a cylindrical coordinate reference 
frame (z, 0, r) relative to the channel and under the above-
mentioned assumptions, the flow in the channel is described 
by the complete Euler's equations. 

In order to simplify the numerical processing, the physical 
domain is transformed into a parallelepipedic calculation 
domain (such as presented in Fig. 4(b)) via a simple linear 
transformation 

-*-R = 
r-rh(z) 

rc(z)-rh(z) 
Applying this transformation to the basic system of Euler's 
equations written in conservation form leads to a similar 
system in the transformed reference frame Z = z,0 = d,R 

dU d¥ dG dH 
(2) dt + dZ + ae + dR 

= 0 

with 

U = 

[u, 1 
u? u, 
u4 Lu5 

= 

prr 
prrVz 
prr( VR sin 0 + Ve cos0) 
prr( VR cos0— Ve sin0) 
rrE 

and 

F= F, 

F4 

5 J 

u. 

G= 

G, 

G2 

G3 = 

G4 

G5_ 

H= 

H2 

H3 

H4 

H5 

U\/U\ +Prr 

U3U2/U, 

U4U2/UX 

.(Us+prrWUi 

(U3cosd-U4smd)/r 

G,t/2/t/, 

GiUi/Ui +prcos6 

GiUA/U{ -prsind 

(Us+pr^Gi/Ut 

' / - U2r* 

fUi/Ut-ilAW+prr)!* 

fU3/U{ +prrsmd- U} U2r*/U{ 

fUA/U{ +prrcos6-U4U2r*/Ul 

_(Us+prr)(f-U2r*)/Ux 

f = C/3 sin 0 + U4 cos 0 = prr VR 

r (Z) is the channel height, f (Z) =rc (Z) - rh (Z) . r* (Z) 
is a linear function of the slopes of the inner and outer walls 
{tg <ph (Z) and tg <p(j>c (Z) , respectively) and is expressed as: 
r* (Z) = tg <ph (Z) + R (tg <pc (Z) - tg <ph ( Z ) ) . The 
radius r can be readily expressed as a function of R through 
equation (1), pis the density, p the static pressure, Vz, Ve, VR 

the axial, tangential, and radial components of the velocity V, 
respectively, and E is the total energy-per-unit-volume which 
can be expressed for a perfect gas as: E = pi (y - 1) + 1/2 
PV*. 

System (2) describes the nonuniform unsteady three-
dimensional inviscid flow within the transformed calculation 
domain. This system can only be numerically integrated. It 
will be solved by using a finite difference time-marching 
method based on time-splitting. This approach is an extension 
(to three dimensions) of the one implemented in [12], [13], 
[14] for two-dimensional problems. The basic principles of 
the method are briefly presented below. 

A constant-spacing orthogonal mesh is fitted to the 
calculation domain. We assume that the solution Uljk of (2) 
has been obtained at instant t" = nAt and at every grid point 
(ijk) of the domain where At is the time increment of the time-
marching method and i,j, k refer to the axial, tangential, and 
radial position of the grid point within the mesh (spacings AZ, 
AG, AR). 

Then, the simplest way of obtaining the solution Uf^' of 
(2), through splitting (component by component or disin­
tegration method), at the previously defined locations in the 
mesh and at the next time increment can be conceptually 
summarized as follows: 

f- -^t"+l/* (lf!Jk- -*-U?jkm) 
l_ j)U_ dF _ 

3 ~df+ dZ 

-*-t 
n + 2/3 (TW+\/3_ 

•'ijk -^U®™) 
1 dU dG 

3 dt 
tn + 2/3 

ae 

1 dU dH 
• + —— = 0 

-*-/"+' (U1jt2/i-'ijk -^mtl) 

3 dt dR 

(3a) 

(3ft) 

(3c) 

The three-dimensional operator allowing the passage from 
ufjk to U§£' is split into three one-dimensional operators (one 
for each direction) which discretize one-dimensional systems 
in a fraction of the time increment (one-third of At in our case 
and for the sake of simplicity). Even though the solution 
obtained at the fractional time steps does not represent the 
physical situation, it has been shown that for a complete cycle 
(i.e., at instant /", n integer) the physical description of the 
flow is retained. 

The three one-dimensional systems (3) are discretized in 
time according to the second-order finite difference procedure 
of McCormack [15] which can be written for equation (3a): 

t"- n + l / 3 

"'(f)' 
Uljk -+-U®m 

u?jk 
1 

~2 L 

At 

AZ (Fyk—FJi-iyk) 
At 

0k~~AZ 
I pn+l /3 
^ ( i + l U f -FUm)] 

(4) 

and similar expressions for operators £ e (At/3) and £R 

(At/3) in the 9 and R directions, respectively. 
The stability limit of these explicit one-dimensional schemes 

is given by the Courant-Friedrichs-Lewy criteria. The passage 
from lfjjk to U"Jk

l is obtained by applying the so-called 
resulting scheme which is defined as the product of the 
already mentioned one-dimensional schemes. The resulting 
scheme will be numerically stable as long as the three one-
dimensional schemes are stable; in other words, the stability 
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limit of the resulting scheme will be of a one-dimensional 
nature; it is less restricting than one from a classical three-
dimensional scheme. This allows larger time increments and 
shorter computing times to achieve convergence. This is one 
of the main advantages of the time-splitting method. 

Finally, in order to retain the second-order accuracy of the 
McCormack scheme at the full time incements, a com­
mutative product of one-dimensional operators must be 
applied [14]. 

m 
MfMfWfMfMfMf) 

defining of the inlet flow. This will always be the case for 
compressor applications. 

For the outlet plane, two cases can be considered 

1 Either the axial component of the velocity is subsonic as 
in the previous case—except that the piece of information is 
fed back from the outside and has to be independently 
provided for - or 

2 The axial component of the velocity is supersonic like in 
sonic nozzles. Both cases have been considered, especially in 

Uk -^- rrn+2 
(5) 

In fact it can be shown that the solution of the resulting 
scheme approximates equation (2) with accuracy of the 
second order [14]. 

3.1 Boundary conditions. Three types of boundary con­
ditions must be considered: 

1 The simplest one is the so-called periodicity condition 
which is applied over the whole circumference and is im­
plemented in a classical manner by rendering the solutions 
obtained in 0 = 0 equal to those in 9 = 27r. 

2 On the hub and on the outer casing, the slip condition is 
applied 

VR/Vz = tg<phmc (6) 

The flow field on the walls is first calculated by the integration 
of system (2). Operators £z and £ e can be applied as in any 
R — constant plane. The situation is somewhat different for 
operator £R in the radial direciton. The classical McCormack 
scheme cannot be applied since it would require grid points 
outside of the calculation domain. It is replaced by the 
second-order Kutler-Reinhardt-Warming scheme [16], which 
can be expressed on the hub (R = 0, k = 0) as follows: 

W UO 

Jij0 

j jn + 2/3 
Uij0 

At 
~KR 

W 71 + 2/3 -m U0 
3) 

Jm 

At 

~~AR 

Jij0 
At 

~AR 
(Htft-Htf1) (7) 

(Htf2/3-2m ifl 1ifl •>] 
For the sake of simplicity, the slip condition is then im­
plemented by allowing the velocity vector to align with the 
wall while retaining its magnitude. The velocity components 
are corrected accordingly. 

The slip condition will be applied only at full time steps—as 
it is here alone that a physical description of the flow is ob­
tained. 

3 The boundary conditions at the inlet and outlet planes of 
the domain require a more thorough investigation. This is 
done by considering the physical domain of dependence of the 
grid points located on the boundaries such as defined by the 
characteristic lines in a (Z, t) plane of the one-dimensional 
system 

dU dF dG dH 
— +——+£> = 0 with D=—~ + ~-— 
dt dZ 39 dR 

Different cases can arise depending on the type of boundary 
(inlet versus outlet) and the axial velocity level (subsonic 
versus supersonic). This is best illustrated in Fig. 5. 

For the inlet plane, if the axial component of the velocity is 
subsonic, only one piece of information is fed back from 
inside the computational domain along the negative slope C~ 
characteristic line: therefore, in addition to this piece of in­
formation, four quantities must be given for a complete 

light of the problems that have arisen from trying to define a 
downstream condition that would be consistent with the 
upstream distortion 

At the inlet, the boundary condition requirements are 
fulfilled through: 

• the total pressure P,; 

2=0 (inlet) or Z=L (outlet) 

1) M2<1 

Z=L Z 
(outlet) 

2) Mz>1 
Fig. 5 Characteristic lines of system bu/St + A bu/bZ + B 
t) plane 

0 in a (Z, 
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9 the total temperature T,; 
9 the direction of the velocity vector as defined by the 

angles between the axial direction and the projections of the 
velocity vector in a blade-to-blade plane (angle /3) and a 
meridional plane (angle ip), respectively. 

In the case of subsonic outlet axial velocity, the static 
pressure is given. 

These boundary conditions have to be imposed at all grid 
points in the inlet (outlet) plane and can therefore be highly 
nonuniform both in space and in time. 

The theoretical approach to the flow problem at the 
boundaries is based on the compatibility equations along the 
characteristic lines as derived from the method of charac­
teristics. At the inlet plane, the only unknown is obtained 
though integration of the compatibility equation along the C~ 
characteristic line 

d(P dV7 . d(P d(P 
+A5=0 (8) 

3fl> 

dZ 

dVz 

dZ dR 
+At 

ae 
where (P = Log/? (p static pressure). The coefficient^ tOv45 

are direct functions of the inlet conditions P,, Tt, (5 and tp as 
well as the channel geometry. This equation is integrated 
using the previously-mentioned time-splitting method: 

lA? 
t"-

(?) 
~t> n+1/3 m Uk -*~6"ijkln) 

Cylindrical channel Sonic nozzle 

General outline 

Plotting 
stations 

1=inlet 
plane 

2= three quarter-
length section 

3 = converging-< 
nozzle inlet 

4=Throats 
5 = outlet. 

(b) Meridional plane 

Fig. 6 Physical domain 

1 dtP 

J-oT+Al 
d(P 

~dZ~ 

dVz 

dZ 
(9a) 

/0I 
/n+l/3 :f) *~tn" ( ( P " + i Z 3 _ rijkm 

/pn + 2/3\ 
-*> - ^ ijk } 

1 d(P 
— -^^+A, dt 

d(P 

~d6~ 
= 0 

•-(f) jn + \ «P{£2fl- -^(PUl) 
i dtp A dtp „ 

^+A3—— = 0 
3 dt dR 

(9b) 

(9c) 

Equation (9a) is discretized using the Kutler-Reinhardt-
Warming scheme for equations in nonconservation form, 
while equations (9b) and (9c) are dealt with by using the 
classical McCormack scheme—again for equations in non-
conservation form (both schemes are given in the Appendix). 

A quite similar approach is used in the outlet plane for the 
subsonic case. Except that here the characteristic lines con­
sidered are the positive slope C+ characteristic line and the 
streamline. Four equations must be integrated: the com­
patibility equation along C+ and three equations from the 
basic system (2) 

dVz dVz 

dt dZ 

dP dVz dVe dVz 

dZ 36 36 dR 

+B6^-+B1=Q 
dR 

dUi dF, dG, dH, n —- -I- — - + — - + —- =0 
dt dZ 36 dR 

(10) 

for /= 1,3,4 

where [/,, Eh G, and Ht are defined in (2), and the coef­
ficients B{ to B1 of the compatibility equation are functions 
of the static pressure (boundary condition) the velocity 
components and the channel geometry. 

This system can be readily integrated by using the time-
splitting method and the same numerical procedure as 
presented for the inlet plane. For the supersonic case, the 

basic system (2) is integrated up to the outlet plane. For the 
one-dimensional operator in the Z-direction, the McCormack 
scheme has to be replaced by the Kutler-Reinhardt-Warming 
scheme for grid points at the outlet. 

3.2 Corner points. These are the points that belong both to 
the inner (outer) wall and to the inlet (outlet) plane. 

The inlet plane requires no special consideration since the 
slip condition is directly dealt with by the inlet boundary 
conditions (angle <p). 

At the outlet, a problem arises only when the axial com­
ponent of the velocity is subsonic, because two conditions 
have to be verified at the corner grid points: the outlet static 
pressure boundary condition and the slip condition. As 
pointed out by the previously mentioned characteristic line 
analysis, this cannot be the case. Therefore, the slip condition 
has been dropped and a jet-like flow readjustment is thus 
allowed. 

A classical smoothing technique [13], similar in nature to 
the introduction of an artificial viscosity term, is implemented 
to eliminate the numerically induced small oscillations that 
may occur during the calculation and retard convergence. 
Second-order accuracy is retained through adjustable 
parameters within the procedure. 

4 Results 

The above-described computing procedure has been applied 
to determine the flow in a cylindrical annular channel fitted 
downstream with a nozzle which is assumed to remain sonic 
regardless of the inflow conditions. As pointed out in the 
previous section, adding this nozzle eliminates the 
requirement for a downstream boundary condition. The 
geometry of the physical domain is given below and illustrated 
in Fig. 6. 

Cylindrical channel 

inner radius rh = 0.05 5 m 
outer radius r0 = 0.103 m 
hub-to-tip ratio =0.534 
length = 0.24 m 
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Fig. 8 Secondary swirl distribution along the channel for the no-swirl 
inlet condition (tangential Mach number) 

Nozzle 

slope angle of converging duct c^ = 10 deg 
slope angle of diverging duct a2 = 3 deg 
contraction ratio at the throat = 0.8416 
length = 0.057 m 

The throat is located at mid-length of the nozzle. The nozzle 
has been calculated on a one-dimensional basis to ensure sonic 
flow at the throat for an initial axial Mach number of 0.6 
under uniform stagnation conditions at the inlet (Pto = 1 
atm, Tl0 = 300 K). 

A mesh with evenly distributed grid points in each direction 

-0.00175 

-0.00099 

-0.00025 

+ 0.00049 

+ 0.00124 

* + 0.0020 

270 

(arrows show direction of radial flow). 

Fig. 9 Radial Mach number distribution at station 2 for the no-swirl 
inlet condition 

is used for all calculations: 11 points are provided in the radial 
direction, 21 in the tangential direction; the number of points 
in the axial direction is restricted by the fast memory capacity 
of the ONERA CDC Cyber 750 digital computer. Practically 
speaking, 53 grid points could be provided for in the axial 
direction which brings the total number of grid points to 
12243. Considering this fairly small number of points, it was 
expected that the results in the nozzle would be somewhat 
inaccurate. However, the main purpose of the nozzle being to 
disjoin the flow field from the downstream outer flow, this 
situation was not considered too detrimental. 

A special procedure is used for the introduction of the 
boundary conditions at the inlet plane: first, the starting 
condition is given by the one-dimensional channel solution 
with uniform boundary conditions. Then, for a certain period 
of time which may extend over the first 40 time steps, the 
upstream boundary conditions are progressively modified 
according to a quasi-steady linear procedure bringing the 
uniform initial conditions to their required final expressions. 
For the computations presented here, only steady-state 
nonuniformities were considered. 

Two distinct cases are presented here. They refer to the 
same nonuniform stagnation conditions (P,, Tt) and 
correspond respectively to: 

1 a non-swirling flow (j3 = 0 deg), and 
2 a swirling flow (/3 = 20 deg) at the inlet. 

The boundary conditions are summarized below 

P,(e,r) = (Pl0 +pF?to/log^) (l + -j£-™(<>+ i ) ) 

T, = Tl0 = 300 k = constant (11) 
<p = 0 deg = constant (slope angle of the flow) 

|3 = C\ = constant (swirl angle) 
where Ct = 0 deg for the no-swirl calculation and Cx 
deg for the second test-case. 

20 

Further P„ 1 atm and AP,/Pt0 = 0 . 1 . This last value 
sets the level of distortion at approximately 50 percent of the 
dynamic pressure available at the starting axial Mach number 
of 0.6: this is a severe distortion level. The fairly complicated 
total pressure distribution was selected in order to detect the 
flow characteristics that might not appear with a simple 
circumferential nonuniformity. It was tailored to the swirling 
flow test-case in order to compensate for the effect of the 
static pressure radial gradient (Ke. . is the tangential com­
ponent of the velocity of a one-dimensional 20 deg angle 
swirling flow with an axial Mach number of 0.6 under 
uniform stagnation conditions (Pl0 = 1 atm, Tto = 300 K)). 
The inlet total pressure nonuniform distribution is presented 
in Fig. 7. The asterisk makes the difference between two solid 
lines (as in Figs. 9, 11 and 12). 
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Fig. 10 Time-dependent total pressure distributions along the 
channel for swirling inlet flow (from initial to near convergence con­
ditions) 

4.1 Non-Swirling Inlet Flow. Three-dimensional computer 
codes yield a very large amount of theoretical results. The 
reduction of numerically obtained theoretical data is therefore 
a problem which must be addressed early on in the 
development process of the calculation. The procedure 
selected here is similar to the one used in classical inlet testing 
under nonuniform conditions. The constant level lines of the 
main flow characteristics (static/total pressure, total tem­
perature, velocity components) are plotted in discrete radial 
planes perpendicular to the axis of the duct. We considered it 
sufficient to retain only five plotting locations along the 
channel as indicated in Fig. 6: the inlet plane, the three-
quarter length plane in the cylindrical channel, the outlet of 
the cylindrical channel, the sonic nozzle throat and the nozzle 
outlet. We will refer to these as stations 1 to 5, respectively. 

The most interesting results concern the secondary flows 
that appear in the duct. Figure 8 presents the distribution 
obtained for the tangential Mach number at stations 2 to 5 
(the inlet plane distribution is not presented since the swirl 
angle is set equal to 0 deg at the inlet). 

It can be seen that some flow redistribution occurs; it is 
probably induced by the nozzle which is assumed to remain 
sonic. Some flow is deflected from the high total pressure 
zone in the first quadrant of the circumference toward the low 
total pressure region located in the third quadrant. However, 
this process does not affect the symmetry of the charts; the 
global circulation conservation is therefore demonstrated. 

The swirl components which appear in the channel on both 
sides of the 45 deg symmetry axis of the charts produce some 
radial flow within the high and low total pressure regions. 
This is linked directly to the continuity requirement. This can 

be seen in Fig. 9 which presents the radial Mach number 
distribution at station 2 in the cylindrical channel. Some 
radial flow toward the hub is observed in the high total 
pressure region while in the low total pressure zone radial flow 
is toward the outer casing. 

4.2 Inlet Swirling Flows. The introduction of an inlet 
swirling component modifies radically the flow picture within 
the duct. The symmetry of the charts obtained in the 
preceeding case at the different axial locations in the channel 
disappears. 

Figure 10 shows how the solution for the total pressure 
distribution is established in time in the cylindrical part of the 
duct: the graphs presented correspond to stations 1,3, and 5. 
The unsteady process is illustrated from the uniform starting 
conditions to the (almost) final flow configuration. The 
starting procedure extends over the first 40 time steps and 
brings the inlet boundary conditions from their uniform 
initial values to the required distortion levels (Fig. 10(d)). The 
inlet nonuniformities being of a steady-state nature, no 
modification of the inlet total pressure distribution is ob­
served beyond this stage throughout the remainder of the 
computation. The acoustic waves generated during the 
starting procedure propagate downstream at a velocity which 
is sonic relative to the flow; they cross station 3 after about 
400 /is (physical time) which corresponds approximately to the 
time required by the Courant-Friedrichs-Lewy criteria to 
guarantee numerical stability. Station 5 is reached after 560 
flS. 

Now, the gradual rotation of the distribution and a lag 
between stations 3 and 5 can be seen. This rotation 
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corresponds to the progressive establishment of the radial 
equilibrium solution and is due to the three-dimensional 
acoustic wave interaction on the flow field. A very strong 
radial gradient appears within the channel. This is indicated 
by the strengthening of the constant level line density. This 
phenomenon can be detected at t = 1400 JUS. (Fig. 10 (/)) in 
station 3 and t = 1550 pis (Fig. 10(£)) in station 5. Careful 
study of the static pressure axial distribution shows that this 
radial gradient still corresponds to the establishment of the 
radial equilibrium solution. The decrease of the radial total 
pressure gradient indicated by the decrease in the constant 
level line density observed in Figs. 10(k) and 10(0 could be 
linked to the convection of the high total pressure fluid 
through the nozzle. 

Figure 10(/) shows a flow configuration similar to the one 
obtained when the computation reaches convergence. The 
rotation angle of the total pressure distributions corresponds 
approximately to the inlet swirl angle. The rotation is more 
pronounced at the hub than at the tip. 

Figure 11 depicts the radial Mach number distribution at 
station 2 in the cylindrical channel. Two distinct regions can 
be observed: like the high total pressure region, one is cen­
tered in the first quadrant and is characterized with a positive 
or toward the outer casing oriented radial velocity; like the 
low total pressure zone, the second one is centered in the third 
quadrant and is characterized by a negative or toward the 
inner casing oriented radial velocity. The interfaces between 
these two regions show no radial flow. Such a distribution 
corresponds to the trend indicated by the above-mentioned 
flow model introduced by Greitzer and Stand. However, 
while the towards the axis radial flow region seems to align 
well with the rotated low total pressure zone, some phase lag 
is observed between the high total pressure zone and the 
positive radial flow region. This may be traced back to the 
more complex static pressure distribution obtained in this case 
as compared to the one used for the model derivation. 
Because of the particular boundary conditions selected here, 
no real attempt was made to compare the numerically ob­
tained results to the conclusions derived by Greitzer and 
Strand concerning certain features of distorted channel flows 
[9]. However, such a comparison could be very worthwhile. 

4.3 Downstream Boundary Condition Problems. Fitting the 
channel with a sonic nozzle downstream is a very tempting 
numerical solution since the boundary condition requirement 
bcomes nonexistent and is therefore automatically fulfilled. 
This is the case as long as the nozzle remains sonic despite the 
inlet conditions. While this may be possible in many in­
stances, particular inlet distortions can undoubtedly lead to 
unchoking of the nozzle. Besides, in a real compressor ap­
plication, the choked nozzle is located far downstream at the 
first turbine stator throat beyond the combustor. Under these 
circumstances, adding a sonic nozzle at the downstream end 
of the compressor channel is not always a realistic procedure. 

For all these reasons, it seemed worthwhile to consider the 
case of subsonic outlet velocity more carefully this allowed in 
the meanwhile, testing the program's so-called subsonic 
capability and its special previously-described outlet plane 
numerical treatment (compatibility equations). 

For this purpose, the computational domain was reduced 
and only the cylindrical duct extending from the inlet plane to 
station 2 was considered. The inlet conditions as summarized 
in [11] (with inlet swirl) were retained. Furthermore, the static 
pressure distribution furnished by the previous calculation 
(with sonic nozzle) at station 2, considered as part of the 
original computational domain, was used as input for the 
downstream boundary condition with the cut-off domain. 

Figure 12 shows a comparison of the total pressure 
distributions obtained at station 2 which is considered: 

180 

- 0.00175 
-0.00099 
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(arrows show direction of radial flow). 
Fig. 11 Radial Mach number distribution at station 2 for inlet swirling 
flow 
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Fig. 12 Comparison of the total pressure distribution at station 2 

1 as an interior plane in the calculation with the sonic 
nozzle, and 

2 as a boundary in the fully subsonic calculation. 

Examination of the charts does not show some dis­
crepancies between the two cases, but, generally speaking, the 
results can be considered very similar and satisfactory. 
Virtually, no difference has been found at other axial 
locations. 

In the calculation presented here, the problem of defining 
the downstream static pressure condition was easily solved by 
using the previously calculated static pressure distribution at 
the plane where the computational domain was cut-off. This 
procedure guaranteed the consistency of the inlet distorted 
flow conditions and the downstream boundary condition. 
However, in most cases and especially at the compressor 
development stage, no information is available as to the 
downstream static pressure distribution. 

Making the outlet static pressure uniform over the entire 
downstream boundary, as commonly done in two-
dimensional analyses, proves impracticable in three-
dimensional swirling flow because of the inconsistency 
between the radial equilibrium solution and this simple static 
pressure condition. 

Given these circumstances, it seems that the only practical 
solution out of this deadlock - aside from the sonic nozzle -
would be to follow Hedstrom's proposition [17]: to im­
plement some kind of non-reflecting downstream boundary 
condition which allows bringing "downstream infinity" at a 
finite distance by cutting-off the back-flow of information 
from downstream. 
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5. Summary and Recommendations 
A fully unsteady numerical method of solution for inviscid, 

sub and supersonic, nonuniform flow in a turbomachine 
channel has been developed. Particular attention has been 
devoted to the statement and method of implementation of 
upstream and downstream nonuniform boundary conditions. 
The solution algorithms employed at the interior and 
boundary points of the grid have been described. 

Numerical test cases have been concluded to demonstrate 
the capabilities and limitations of the method. The results 
presented herein describe the flow-pattern in a channel fitted 
downstream with a sonic nozzle, the upstream nonuni-
formities imposed at the inlet plane being defined analytically. 
For a given set of nonuniform boundary conditions, the 
computation indicated fundamental differences in the 
secondary flow pattern depending on whether or not inlet 
swirl was considered. In the case of inlet swirl, the validity of 
the flow model introduced by Greitzer and Strand [9] was 
demonstrated. The problem of defining the downstream 
boundary condition for subsonic three-dimensional 
nonuniform outlet flow was briefly addressed. More effort 
will have to be devoted to this particular aspect of 
nonuniform, three-dimensional flow in turbomachines. 
Comparison with experimental data was not carried out 
because of the lack of reliable experiments. This should be 
amended in the future. 

Matching of the three-dimensional calculation presented 
above with an actuator disk model is under way and will be 
reported on in a future contribution [18] [19]. 
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A P P E N D I X 
The Kutler-Reinhardt-Warning sheme for equation (9a) (in 

nonconservation form) yields: 

(?um = &u -A1 — mik - n* > 
-A2 — (V»Z2jk-V»ZlJk)-A5At 

n*1/3 = y [n*+®Wn -*\ -^ (wF3 - (?u173) 

+A2 -£L <nVk -2 nVk + nm) - M, +^)AO] 

where AX,A1, and^45 are evaluated at the predictor level. 
The McCormack scheme for equation (9b) (in non-

conservation form) can be expressed as: 

n*2/3= y[<j,u1/3+<p#3 

Again, A4 is evaluated at the predictor level. 
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Ejector Performance 
Characteristics and Design 
Analysis of Jet Refrigeration 
System 
Ejector performance characteristics and design analysis of jet refrigeration systems 
were studied. It was shown that choking phenomena in the secondary vapor play a 
very important role in ejector performance. Ejector choking, which is usually 
associated with a hypothesized effective area for the secondary vapor in the mixing 
zone, takes place when the ejector is operating at a back pressure below the critical 
value. The effective areas analyzed from the experiment were shown not to be 
constant but to vary with operating conditions. A performance map was con­
structed from the experimental results to show the ejector performance charac­
teristics and from which the design analysis of jet refrigeration systems was carried 
out. Several important features of jet refrigeration system design are summarized in 
the present paper. Further analyses were also made to show the performance 
characteristics of jet refrigeration systems operating at off-design conditions. 

Introduction 
Air-conditioning and refrigeration equipment play very 

important roles in modern human life. The utilization of this 
equipment in homes, buildings, vehicles, and industries 
provides for living comfort and necessary means for in­
dustrial production. However, the large amount of energy 
consumed by this equipment consequently becomes a serious 
problem to be solved. Thus it is desirable to seek a new 
technique which can effectively and economically use heat 
such as solar, geothermal, or waste heat as an energy source to 
directly power air-conditioning and refrigeration equipment. 
Since a jet refrigeration system can operate at relatively low 
temperature, and has very stable performance characteristics, 
recent investigations have shown that it appears to be a 
favored choice for this purpose [1-8]. 

The design of jet refrigeration systems is similar to that of 
conventional vapor-compression systems except that the 
mechanical compressor is replaced by a thermal compressor, 
which is usually called an "ejector." Figure 1 is the schematic 
diagram of a typical jet refrigeration system. As heat is added 
to the generator, the refrigerant vapor at fairly high tem­
perature and pressure, called primary or actuating vapor, is 
evolved and enters the ejector (see Fig. 2). By expansion 
through the nozzle inside the ejector, supersonic flow at low 
pressure is formed at the exit of the nozzle and has the 
secondary vapor entrained from the evaporator. The primary 
and the secondary vapors then mix with each other at the 
mixing section and enter the constant-area section where an 
aerodynamic shock is induced to create a major compression 
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Fig. 1 Schematic diagram of jet refrigeration system 

effect. Further compression of the mixed vapor to the back 
pressure of the ejector can be achieved as it passes through the 
subsonic diffuser section. By this process in the ejector, the 
refrigerant vapor which acts as the secondary vapor is 
compressed aerodynamically from the lower pressure at the 
evaporator to the higher presure at the condenser. 

The inflow of the internal energy associated with the 
primary vapor serves as the energy input required for the 
compression operation. To obtain a cooling effect, a part of 
the refrigerant condensate in the condenser is allowed to 
expand in the evaporator to absorb heat from the en­
vironment. The rest is recirculated to the generator by a liquid 
circulation pump to complete a cycle. To increase the system 
efficiency, a regenerator and a precooler are usually added to 
the system. The thermodynamic cycle can be illustrated by the 
Mollier diagram as shown in Fig. 3. 
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The performance of a jet refrigeration system can be ac­
curately calculated by use of the method of system analysis 
only when the performance characteristics of each com­
ponent in the system are all clearly understood. In the present 
study, the ejector is the component which requires further 
study of its performance characteristics prior to the system 
analysis. 

Performance Characteristics of Ejector 

State of the Art. It is obvious that the ejector is the heart 
of the jet refrigeration system. The design of an ejector is, 
however, not a new technique. Ever since the ejector was 
invented early in this century, the steam jet refrigeration 
system has found wide applications in industrial processes, 
especially in large-scale plants. In recent years, research on jet 
refrigeration systems using Freon as the working fluid has 
become an interesting topic due to the growing awareness in 
the utilizing of low-grade energy. However, knowledge of the 
physical mechanisms of ejector performance is still limited. 

Pioneer research work was carried out by Keenan, 
Neumann, and Lustwork [9, 10]. They first developed a 1-D 
ejector theory based on gas dynamics of ideal gas in con­
junction with the principles of mass, momentum, and energy 
conservation and ignored heat and friction losses. Basically, 
the constant-pressure mixing process at the mixing section was 
assumed for the type of ejector as shown in Fig. 2. Several 
important features for ejector design based on Keenan and 
Neumann's theory and some other experiments were sum­
marized later by Kroll [11]. 

Experimental studies for ejectors operating with various 
working fluids were also carried out by Work and Haedrich 
[12] and Holton [13]. They showed that for a fixed ejector the 
performance characteristics are very similar for working 
fluids with different molecular weights and at different 
operating temperatures [12-14]. 

Combining the theory developed by Keenan and Neumann 
[9, 10] and the experiment carried out by Work and Haedrich 
[12], Defrate and Hoerl [15] further developed a computer 
program to calculate the performance of an ejector working 

Fig. 3 Mollier diagram of jet refrigeration system 

with ideal gases and including the effects of operating tem­
perature and molecular weights of working fluids. Khoury, 
Heyman, and Resnick [16] later carried out an experiment 
using butane and hexane as the working fluids to measure the 
ejector performance and compare it with the theoretical 
calculation using Defrates' analysis [15]. It was shown that 
the experimental results did not agree very well with the 
theoretical calculations. Similar investigations were also 
carried out later by Emanuel [17] and Chen [18]. 

Following Elrod's analysis [19], which is similar to 
Keenans' approach, Chen [20] further theoretically designed a 
vapor jet air-conditioning system utilizing exhaust gas from 
automobile engines as the energy source but without any 
verification by field tests. Recently, Jeelani et al. [21, 22] 
summarized the aforementioned studies to develop some 
charts and monographs for practical design of air and steam 
ejectors. Investigations essentially by a similar approach were 
also carried out in the USSR [23-25] especially for ejectors 
operated by Freon fluids. 

To eliminate analytical errors induced by the assumption of 
an ideal gas for ejectors operated by Freon fluids or steam, 
Stoecker [6] and Zeren, Holmes, and Jenkins [26] directly 
applied the thermodynamic properties of working fluid in the 
calculation of ejector performance. In both investigations, the 
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Fig. 4 Schematic diagram of ejector testing facilities 

constant-pressure mixing in the mixing section of the ejector 
was assumed and the 1-D theory was applied. Zeren et al. [26] 
studied Freon-12 ejector and carried out a single sample 
design calculation, while Stoecker [6] developed a computer 
program to calculate the performance of steam ejector for a 
range of design parameters. According to their analysis, the 
entrainment ratio of the ejector will continue to increase when 
lowering the condenser pressure (i.e., back pressure) or 
raising the pressure of the actuating or primary stream. This 
obviously violates the fact that the ejector has long been 
known as a "constant-capacity device" observed from many 
experimental evidences [12, 20, 27-29] and field operations of 
jet refrigeration systems. 

It had already been found that the choking phenomenon of 
the secondary stream takes place as the back pressure con­
tinues to lower. From this evidence, the phenomenon of 
constant capacity of ejectors can be well explained. However, 
little attention to the choking phenomenon in ejectors has 
been paid by researchers [6, 9-29, 33, 34] until recently. 

Since the mixing process in the mixing section of the ejector 
is extremely complicated, it is still not well understood exactly 
how the primary and the secondary streams are mixed. 
Apparently, the constant-pressure mixing process as assumed 
by many investigators [9-26] is not exactly correct. Recently, 
Munday and Bagster [30-32] developed a semi-empirical 
ejector theory. They made a postulation that, after exhausting 
from the nozzle, the primary vapor fans out without mixing 
with the secondary vapor and forms a converging duct for the 
secondary vapor. This duct then acts as a converging nozzle 
such that the secondary vapor reaches sonic velocity at some 
cross section yy (see Fig. 2). After that, mixing of the two 
streams starts. The effective area vlc for the flow of secondary 
vapor thus can be hypothetically defined at location yy and 
determined from experiments. Following this concept and 
assuming that the effective area is constant and independent 
of operating conditions for an ejector, Munday et al. [32] 
computed the effective area Ae using the data collected from 
the field operation of full-scale plants and calculated the 
performance of the steam jet refrigeration system. 

From Munday and Bagster's theory, the choking 
phenomenon in the secondary stream can be clearly ex­
plained. Moreover, it can be realized that the effective area as 
well as the ejector performance is closely related to the 
detailed geometric configuration of ejector interior, the 
operating conditions, and the primary vapor flow. The 

physical mechanism is so complicated that it is almost im­
possible at the present stage to develop a theoretical method to 
accurately predict the ejector performance. Therefore, an 
experimental analysis was carried out in the present study. 

Testing Facility of Ejector. Freon-113 was selected as the 
working fluid in the present study since it has a low boiling 
point and is suitable for low-grade energy applications. The 
testing facility used is shown in Fig. 4. 

Heat energy was directly transferred to the generator by 
four 2.5-kW electric heaters such that the Freon vapor (i.e., 
the primary vapor) was evolved at actuating pressure and 
entered the ejector. The electric heaters could be separately 
controlled, as were the heating rate, generator temperature 
and pressure. To eliminate the heat loss and retain thermal 
equilibrium, the connector between the generator and the 
ejector was carefully insulated so that the evolved vapor was 
approximately at saturated state. The generator was designed 
in a vertical cylinder shape, using glass for liquid level ob­
servation. Therefore, the flow rate of the primary vapor could 
be determined by measuring the drop of the liquid volume 
over a finite time interval in a steady operation. The volume 
of the liquid with respect to its level position in the generator 
was carefully calibrated using water prior to the experiment to 
ensure the accuracy of the measurement of flow rate to within 
±5 percent. 

The flow rate of the entrained or secondary vapor was 
determined by measuring the drop of the liquid volume in the 
evaporation tank, which also served as the evaporator, over a 
finite time interval. Similar calibration procedures for the 
liquid volume as described above were also made for the 
evaporation tank. To generate secondary vapor for the 
ejector, five U-type heat exchanging tubes were immersed in 
the tank. By circulating warmer water through them, the 
evaporation process took place as a result of energy transfer 
from the circulated water to the liquid refrigerant in the tank. 
In addition, heat was added to the storage of the circulating 
water by an electric heater in order to maintain a constant 
temperature. 

The control of the rate of energy transferred to the liquid 
refrigerant in the evaporator tank was difficult due to 
inevitable conduction heat leakage from the ejector to the 
evaporation tank along the connecting tube wall. The en­
trained vapor was therefore slightly superheated. The pressure 
of the entrained or secondary vapor was directly measured by 
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a mercury-type vacuum manometer which was installed in the 
tank and gave an uncertainty ±0.003 bar (1 bar=105 Pascal). 

The back pressure of the ejector was controlled by adjusting 
the flowrate of cooling water through the condenser and also 
measured by a mercury-type vacuum manometer. 

Since the tests could not be run continuously, a liquid 
receiver was installed beneath the condenser to receive the 
condensate during each test run. After a test run was com­
pleted, a circulation pump was used to pump the liquid Freon 
to the generator and the evaporator tank for another test run. 

Since some air seepage was inevitable during the charging 
of Freon fluid into the system, the testing procedure started 
with a trial run for several minutes which would flush and 
entrain the seeped air toward the condenser. Then partial 
evacuation of the condenser was performed with a vacuum 
pump so as to further reduce the inert gas inside the system. 
After this operation, the experiment could start. The time 
intervals taken for the flow-rate measurements were about 4 
min for each test run, during which the temperature and 
pressure measurements were also made. 

Table 1 Specifications of ejector being tested 

Area ratio, A,„/A, 34.0 
Diverging angle at nozzle exit 6.3 deg 
Diverging angle of diffuser 8.6 deg 
Converging angle of constant-area section 17.4 deg 
Length of constant-area section 130 mm 
Length of diffuser 300 mm 

Performance Characteristics of Ejector. The 
specifications of the ejector used in the present test are shown 
in Table 1. Basically, the performance of an ejector can be 
represented by the entrainment ratio (ratio of flow rates of 
secondary to primary vapor) in terms of the pressures of 
primary and secondary vapors, and the back pressure (or 
condenser pressure). By fixing the actuating vapor pressure P. 
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Fig. 7 Pressure variations inside the ejector 
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and the entrained or secondary vapor pressure Pe, we 
measured the entrainment ratio of the ejector at various back 
or condenser pressures Pc. 

Figures 5 and 6 show some of the testing results. From 
these, it can be seen that the entrainment ratio starts to build 
up and continues to increase quickly while lowering the back 
pressure from a limiting value Pcj\mn. The entrainment ratio 
then remains constant as the back pressure continues to 
decrease to below a critical back pressure P*. This is known as 
the choking phenomenon of ejectors. (Throughout this paper, 
choking of the ejector implies choking for the secondary 
vapor.) It is also shown in Figs. 5 and 6 that ejectors can be 
operated only below a limiting back pressure, which is 
dependent on the pressures of actuating and entrained vapors. 

The choking phenomenon of ejectors was classified by 
Munday and Bagster [32] as upper and lower choking in 
accordance with the mixing and shock formation processes in 
the mixing section. In practice, shocks always occur 

somewhere in the ejector as long as the ejector functions 
normally. For ejectors at choking conditions, transverse 
shocks will appear in the passage of constant-area section as a 
result of the presence of a thick boundary layer. The 
secondary vapor will reach sonic velocity at some cross 
section yy (see Fig. 2) in the mixing section associated with a 
hypothesized effective area. 

The shocks tend to move toward the mixing section as the 
back pressure of the ejector continues to increase. Further rise 
in back pressure beyond the critical back pressure will cause 
the shocks to penetrate into the mixing section and the en­
trainment ratio starts to decrease rapidly. At this point, 
choking of the secondary vapor disappears and mixing of the 
two streams associated with shock interactions in the mixing 
section is so severe that it is very difficult to clearly define an 
effective area for the secondary vapor. The flow of secondary 
vapor results from an adiabatic expansion or throttling 
process from the entrance to the mixing zone. 
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The effect of a rise in back pressure is transmitted upstream 
of the shock. As the back pressure is raised to the limiting 
back pressure, the shocks will finally pass through the mixing 
section and reach the exit of the actuating nozzle. At this 
location, the pressures of the two streams will be raised to the 
pressure of the entrained vapor Pe and the entrainment ratio 
drops to zero. This movement of shocks in ejector associated 
with the variations of back pressure can be qualitatively 
illustrated by the pressure distribution curves as shown in Fig. 
7. 

The pressure distributions or other properties in the ejector 
were not measured in the present test. However, the 
phenomena of shock movement in ejectors can be verified by 
the Schlieren photographs and the pressure distributions in 
ejectors which were observed by Keenan et al. [10]. The ex­
perimental results shown in [10] also indicate that the 
movement of shocks, as well as the entrainment ratio, is 
closely related to the area ratio of constant-area section to 
actuating nozzle throat, the length of constant-area section, 
the converging angle of the mixing section, the location of 
actuating nozzle, and even the surface roughness of the 
ejector. 

If the back pressure is higher than the limiting value, 
negative entrainment, i.e., vapor reversely forced back to the 
evaporator, will occur. When the back pressure is too high, 
choking in the actuating nozzle will finally disappear and the 
ejector loses its function completely. 

From Figs. 5 and 6, it also can be seen that the entrainment 
ratio increases with decreasing actuating vapor pressure Pg 

and increasing secondary vapor pressure Pe. Since ejectors are 
normally designed to be operated at choking conditions, the 
experimental data obtained at the critical back pressures could 
be used to construct an ejector performance map as shown in 
Fig. 8. 

It can be seen from Fig. 8 that, at fixed secondary vapor 
pressure Pe, the entrainment ratio increases with decreasing 
actuating vapor pressure Pg, but the critical back pressure P* 
also decreases. This indicates that the pressure of actuating 
vapor, either in design or in field operation, has to be selected 
or adjusted, according to the performance map, as close to the 
critical back pressure as possible in order to obtain highest 
efficiency. 

Analysis of Effective Area. The effective areas for the 
secondary vapor at ejector choking conditions were computed 
by use of the experimental data and Munday and Bagster's 
method [32] in the present study. During the computation, 

thermodynamic properties of Freon-113 were directly read 
from a chart published by ASHRAE. For rapid computation 
on a computer, the thermodynamic chart was first fitted to a 
set of polynomial equations using the method of least squares. 
The results are shown in the Appendix. 

Assuming that the friction and the heat loss in the ejector 
can be ignored and applying the conservations of mass, 
momentum, and energy to actuating nozzle, secondary flow 
channel, mixing zone, constant-area section, and diffuser, we 
can derive a set of governing equations and solve the en­
trainment ratio if a value of effective area Ae is given. Here, 
the secondary flow channel covers the region from the en­
trance of secondary vapor to the yy cross section where the 
effective area is defined. The mixing zone covers the region 
from the whole cross section at position yy to the entrance of 
constant-area section, the mm position as shown in Fig. 2. 

Changing the value of effective area and repeating the 
computation until the calculated entrainment ratios and the 
experimental values were matched, the effective area was then 
determined. As discussed previously, the effective area is 
significant only at choking conditions. Therefore, only the 
entrainment ratios at choking conditions were taken to 
calculate the effective area. Since there were several data 
points at each choking condition to be matched in determining 
the effective area, the method of least squares was therefore 
employed to determine a best value. The final results are 
shown in Fig. 9. The associated standard deviations in the 
determination of the ratio of effective to throat areas were 
approximately at ±0 .1 . 

Figure 9 shows the ratio of effective area Ae to nozzle 
throat area A, at various choking conditions. It can be seen 
that the effective area first increases then remains constant to 
a value of the secondary vapor pressure Pe at approximately 
0.3 bar. It then increases and finally decreases as Pe continues 
to increase. This evidence indicates that the effective area of 
the secondary vapor at choking conditions is not just a 
constant for an ejector as Munday and Bagster presumed [32] 
but may vary with operating conditions. 

As the mixing process is supersonic, the variations of ef­
fective area with the pressures of actuating and secondary 
vapors might result from the interactions between transverse 
shocks generated at the exit of actuating nozzle, ejector wall 
boundary, and secondary stream. If the secondary vapor is 
not at choking conditions, the effects of movement and 
penetrating of the transverse shocks from the constant-area 
section toward the mixing section will also be encountered. At 
this case, the effective area is also affected by the back 
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Fig. 10 Information-flow chart of system design analysis 

pressure and is hardly realized. The detailed mechanisms may 
involve the effect of mixing of two streams associated with 
transition from subsonic to supersonic flow in the secondary 
vapor. The process is extremely complicated and thus needs 
further investigations. Figure 9 gives a mean value of 1.35 for 
the effective area ratio if it was assumed to be constant as 
Munday and Bagster cited [32]. By this mean value, the en­
trapment ratio of the ejector can be computed by use of the 
method in [26, 32] and the results are plotted as dotted curves 
in Fig. 8. It is seen that the computation for ejector per­
formance using a constant effective area of the ejector leads 
to significant errors. 

Design Analysis of Jet Refrigeration Systems 

1 Analytical Procedures. The jet refrigeration system 
studied here is shown in Fig. 1. Freon-113 was selected as the 
working fluid because it has a low boiling point at moderate 
pressure. To facilitate the analysis, the following assumptions 
were made: 

1. The system operates at steady state. 
2. Pressure losses in all the components and the connecting 

pipes are negligible. 
3. Heat losses to the ambient are negligible except for the 

components requiring energy exchange with the environment. 
4. The exit of condenser is at saturated liquid state. 
5. The fluid at the exits of evaporator and generator is at 

saturated vapor state. 
6. The effectivenesses of precooler and regenerator are all 

at 0.80. 
7. The temperature rise across the circulation pump is 

negligible. 
8. The expansion through the expansion valve is a 

throttling process. 

By making use of mass and energy balances to generator, 
ejector, regenerator, condenser, circulation pump, expansion 
valve, evaporator, and precooler, a set of system performance 
equations can be derived and solved for the thermodynamic 
states all over the system. The performance map of an ejector 
and the above assumptions were also used for the solution. 

Prior to the analysis, the performance map of an ejector 
was first fitted to a set of equations using the technique of 
least squares in the following functional relations: 

ms = f(Pg,Pe,Pc) 

m„ = f(Pe,Pe,Pc) 

co = f(Pg,Pe,Pc) 

where ms and mp are the mass flowrates of the secondary and 
the primary vapors respectively. In addition, to facilitate the 
analysis on a computer, the thermodynamic properties of 
Freon-113 were represented by a set of polynomial equations 
and directly used (see the Appendix). 

The system performance calculation then proceeds by a 
sequential simulation process, following the information-flow 
diagram as shown in Fig. 10. The performance equations are 
all listed in the blocks. It can be shown that there are three 
independent design variables for the design of jet refrigeration 
systems, namely, temperatures at generator, condenser, and 
evaporator, i.e., Tg, Tc, and Te. As these three variables are 
independently specified according to the conditions at which 
the system is to be operated, the system performance can be 
directly calculated. The efficiency of a jet refrigeration system 
can be represented by a coefficient of performance (COP) 
which can be derived as 

COP = Qe ho-h= 
Qg + Wpl hx -h6+h5 -ha, 

(1) 

where Qe, Qg, and Wpump are the rates of energy transfer in 
evaporator, generator, and circulation pump, respectively, 
and expressed as 

Qs=mp(h\-h6) 

Qe=ms(h9-hs) 

Wpxsmp=mp{h5-hi). 

(2) 

(3) 

(4) 

2 System Design Analysis. The computations mentioned 
above were carried out on a PDP 11/44 digital computer. 
Figure 11 shows the variations of COP with temperatures of 
the generator, evaporator, and condenser. Since there is a 
critical back pressure (or condenser pressure) for the ejector, 
at fixed generator and evaporator temperatures COP will 
remain constant and move along a horizontal YZ line as 
shown in Fig. 11 (i.e., the system works at choking condition), 
when the condenser temperature is designed at any tem­
perature below 7^, where 7? is the equilibrium temperature 
corresponding to the critical back pressure of ejector. Any 
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design with a condenser temperature above this critical value 
will cause a dramatic decrease in system COP. This means 
that the selection of condenser temperature in the design of jet 
refrigeration systems cannot be arbitrary but is restricted by 
the critical condenser temperatures, which are dependent on 
generator and evaporator temperatures as shown in Fig. 11. 

It also can be seen from Fig. 11 that, at fixed evaporator 
temperature, COP increases with decreasing generator 
temperature, but the critical condenser temperature also 
decreases. Therefore, in designing a jet refrigeration system, 
the selection of a condenser temperature, which is related to 
type of cooling device to be used and local weather conditions, 
is very important. It is preferable to design the system at a 
condenser temperature as close to its critical value as possible 
in order to obtain better performance. In other words, Fig. 11 
can be regarded as a critical system design map for jet 
refrigeration systems if the condenser temperature is designed 
at its critical value. In addition to the COP design map, the 
cooling capacity of the refrigeration system is calculated; its 
critical design map is shown in Fig. 12. 

To illustrate the application of Figs. 11 and 12, a typical 
design example is given. In designing a system, the critical 
point Z should be located first in Figs. 11 and 12 based on 
given generator and evaporator temperatures and from which 
the critical condenser temperature is determined. Then, draw 
a horizontal line to the left from the critical point Z. The 
condenser temperature then should be designed in the range 
from Y to Z and the system COP is represented by the YZ 
line. For instance, assume that a jet refrigeration system is 
designed to be operated at 70 °C generator temperature and 
10.4°C evaporator temperature. So, the critical point Z can be 
located as shown in Fig. 11. At this point, the critical con­
denser temperature is 39.4°C. The system COP will be located 
on the horizontal YZ line and has a constant value of 0.15 as 
the condenser temperature operates at any value below 
39.4°C. From Fig. 12, the cooling capacity is 1377 W. 

An analysis was also carried out for systems without 
precooler and regenerator. It can be seen from Figs. 13 and 14 
that COP and cooling capacity drop by about 20 percent if 
precooler and regenerator are not installed. Therefore, it is 
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suggested to install the regenerator and precooler in jet 
refrigeration systems to improve the system COP. 

3 Performance Characteristics for Systems Working at 
Off-Design Conditions. The development of the critical 
design maps for the jet refrigeration system (Figs. 11-14) is 
basically a process of system design analysis rather than a 
simulation. However, the design maps (Figs. 11 and 12) can 
be regarded as a result of system simulation if the ef­
fectiveness of the regenerator and precooler are assumed to 
remain approximately constant at their original design values 
during field operation. On the other hand, the temperatures 
of the generator, evaporator, and condenser are usually 
adjustable in practical applications. Therefore, Figs. 11 and 
12 can be treated as an approximation of system simulation. 
For systems without regenerator and precooler, this 
precaution can be precluded. Thus, Figs. 11 and 12, or Figs. 
13 and 14, can be used to predict the performance of a jet 
refrigeration system when it works at off-design conditions. 

Assume that point Z is the critical point for a given 

generator and evaporator temperatures and the system design 
point is also located at the point Z as shown in Figs. 11-13. As 
the condenser temperature is lowered during operation due to 
variations of weather or other unexpected conditions, the 
operating point will be shifted to point A in the case of COP 
unchanged. (Hereinafter, we use Fig. 13 for the discussion.) 
At this position, if we still want the refrigeration system to be 
operated at the critical condition, the generator temperature 
should decrease by some amount (represented by the line 
segment AE as shown in Fig. 13) for the case of COP or 
cooling capacity unchanged, but consequently the evaporator 
temperature will be simultaneously lowered from the ZZ'-line 
to the AE-line. In other words, when the condenser tem­
perature is lowered during operation, reducing the generator 
temperature can simultaneously decrease the cooling or 
refrigeration temperature for critical operating conditions but 
the system COP as well as the cooling capacity is not changed. 

Next, we will discuss the case where we desire to keep the 
evaporator temperature unchanged. When the condenser 
temperature is lowered during operation, the generator 
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temperature should be lowered as well if we still want the 
system to work at the critical condition. In this circumstance, 
the system COP, as well as the cooling capacity, can increase 
to a higher value and the operating point will be shifted to a 
new critical point Z ' . 

It can be further seen from ejector performance that the 
points on the constant-Te line represent critical conditions. 
For fixed evaporator temperature Te, by drawing a horizontal 
line to the left from any point on the line segment ZZ', we can 
locate the subcritical operating point by intercepting the 
horizontal line with the line segment AZ'. For subcritical 
operations, the operating point will sit on the line segment 
AZ' and the generator temperature will be higher but the 
system COP will be lower than that for critical operation, for 
the cases of unchanged evaporator temperature. 

It therefore can be seen that an optimum operating ef­
ficiency can be obtained by keeping the operating condition at 
critical points all the time. Figure 11 or 13 can be treated as a 
critical system operating map which can be fed into a com­
puter or an automatic control system to automatically control 
the temperatures at generator, evaporator, and condenser in 
field operation so that the highest operating efficiency can be 
attained. 

To consider the overload conditions, assume that the 
system is designed at a critical point, say at point Z in Figs. 
11-13. At fixed generator and condenser temperatures, if the 
evaporator temperature increases due to overload operation 
so that the operating condition is shifted to point B which is in 
a subcritical region (with respect to its critical point Q , then 
the system COP as well as the cooling capacity increases. 
Further an increase in COP or cooling capacity can be 
achieved if the generator temperature is also decreased. The 
maximum possible COP and cooling capacity can be obtained 
if the system is working at another critical condition (at the 
new critical point Z" as shown in Fig. 13). In other words, the 
operating efficiency increases with increasing cooling load or 
at overload operation. This is a very interesting performance 
characteristic which takes place in jet refrigeration systems. 

For systems designed at the critical point (for example, 
point Zin Fig. 11 or 13), at fixed condenser temperature, the 
system COP or cooling capacity will decrease with increasing 
generator temperature and the operating condition (point D in 
Fig. 13) will be in a subcritical region (with respect to its 
critical condition, point C"). This is attributed to the fact that 
the entrainment ratio of the ejector decreases with increasing 
generator temperature. Therefore, it is impossible to raise the 
system COP or cooling capacity by increasing generator 
temperature; this just wastes the heating energy added to the 
generator. This was also concluded by Munday and Bagster 
[32]. 

For systems designed at critical points according to the 
critical design maps (Figs. 11-14), any slight increase during 
operation in condenser temperature away from the designed 
value will cause a rapid drop in system COP and cooling 
capacity. Therefore, a safety factor should be considered in 
jet refrigeration system design. 

Conclusions 

Studies on the performance characteristics of an ejector 
were carried out in the present work. It was experimentally 
shown that the choking phenomena in the secondary or en­
trained vapor play a very important role in ejector per­
formance. Ejector choking, usually associated with transverse 
shocks in the passage of constant-area section and an "ef­
fective area" for the secondary vapor in the mixing zone, 
takes place as the ejector operates at a back pressure below the 
critical value, which is dependent on the pressures of ac­
tuating and entrained vapors. The experimental data were 
used to construct an ejector performance map which is quite 

useful either in jet refrigeration system design or in optimum 
control of an ejector in field operation. 

The experiment shows that for the secondary vapor at fixed 
inlet pressure, the ejector entrainment ratio increases with 
decreasing actuating vapor pressure, but the critical back 
pressure also decreases. The effective areas of the ejector 
which were calculated from the experimental results were 
shown not to be a constant as presumed by Munday and 
Bagster [32] but to vary with operating conditions. It was 
shown that the calculation of ejector performance by 
assuming a constant effective area leads to significant errors. 
Although the experiments were performed with Freon-113 
refrigerant, the qualitative conclusions obtained in the present 
study can be applied to ejectors working with other 
refrigerants. 

Based on the performance map determined from the 
present experiment, a design analysis of jet refrigeration 
system was carried out. It was found that there are three 
independent system design variables for jet refrigeration 
systems, namely, the temperatures of the generator, con­
denser, and evaporator. The analysis yielded a critical system 
design map from which a system design can be easily done. It 
was found from the design map that, at fixed evaporator 
temperature, the system COP as well as the cooling capacity 
increases with decreasing generator temperature, but the 
critical condenser temperature also decreases. It thus indicates 
that the design of condenser temperature which is related to a 
type of cooling device to be used and local weather conditions 
is an essential process in the design of jet refrigeration 
systems. It is preferable to design the system at a condenser 
temperature as close to its critical value as possible in order to 
obtain a better performance. 

Performance characteristics for jet refrigeration systems 
working at off-design conditions were also analyzed in the 
present study. It was found from this analysis that the highest 
operating efficiency can be achieved if the refrigeration 
system was automatically adjusted so that it operates at 
critical conditions in line with the critical design map. 
Therefore, as the condenser temperature is lowered during 
field operation, reducing the generator temperature will 
increase the system COP as well as the cooling capacity, with 
the evaporator temperature fixed. On the other hand, the 
system COP will increase with decreasing generator tem­
perature as the refrigeration system works at overload con­
ditions (both cooling load and evaporator temperature in­
crease). It is also noticeable that it is impossible to raise the 
system COP or cooling capacity by increasing the generator 
temperature, but just wasting the heating energy added to the 
generator. To achieve highest operating efficiency, it is better 
to design a jet refrigeration system at critical points with a 
design safety factor according to the critical design maps 
developed in the present study and to automatically control 
the temperatures of the generator, condenser, and evaporator 
in field operation such that the system always works at critical 
conditions. 
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A P P E N D I X 

The thermodynamic properties of R-113 can be fitted to a 
set of polynomial equations by using the data (which are all in 
English units) published by ASHRAE [35]. For convenience 
in the curve fitting, the English units were retained. That is, 

°F for temperature T, psia for pressure P, Btu/lbm for en­
thalpy h, and Btu/lbm R for entropy S in the following 
equations. One may convert results to SI units. 

For saturated vapor state: 

P(T) = 1.00018 + 1.67794 X 10 " 2 r 

+ 5.7737 x 1 0 T 2 -6 .04359Xl0~ 8 7 3 

+ 2.63702 X 1 0 - 8 T 4 -6.23935 x l 0 ~ u r 5 

+ 8.5771xl0- 1 4 : r 6 . (Al) 

The maximum error of the above equation is 0.33 percent. 

h(T) = 78.3411 +0 .1909077 ' -1 .53674xl0- 3 r 2 

+ 2.4538 x 10~5 T 3 - 1.97103 X 10- 7T 4 

+ 7.77384 X 1 0 - 1 0 r 5 - l . 1 9 8 7 9 X 10" 1 2 r 6 . (A2) 

The maximum error of the above equation is 0.03 percent. 

S(T) = 0.171123 + 7 . 2 3 7 6 8 x 1 0 ^ 

-2.24038 x l 0 - 6 r 2 +3.98186 X l O ^ T 3 

- 3.14496 x 10~ l 0 r 4 +1.21468 x 10"12 75 

- 1 . 8 4 3 1 8 x l 0 - 1 5 r 6 . (,43) 

The maximum error of the above equation is 0.04 percent. 
For saturated liquid state: 

h(T) = 7.80358 + 0 .212589T-1 .9668x l0 - 4 r 2 

+ 3.08707 x l 0 - 6 r 3 - l . 4 9 0 9 6 X 1 0 - 8 T 4 

+ 3.24006x 10"" T 5 -1 .89425 x l 0 - | 4 r s . (.44) 

The maximum error of the above equation is 0.03 percent. 

S(T) = 1.81451 X10"2+4.28571 X l 0 " 4 r 

+ 1.3096x 1 0 " 7 r 2 -7.42969X 1 0 ~ 9 r 3 

+ 6.96948 x l 0 - " r 4 - 2 . 8 6 6 7 X l 0 - 1 3 7 5 

+ 4.43105 X l 0 - 1 6 r 6 . (.45) 

The maximum error of the above equation is 0.13 percent. 

For superheated state: 

h(T,P) = (79.4428 + 0 .133485r+1 .25508xl0- 4 r 2 

- 1.47264 X l O 7 7 3) + (-0.599669 

+ 8.76725 X 10-3 7-4.72337 x 10~5 7 2 

+ 8 . 6 9 3 0 9 x l 0 " 8 r 3 ) P 

+ (0.141287-2.10871 X l 0 - 3 r 

+ 1.05776 X 10~57 2 - 1.77793 X 10~87 3)P2 

+ (-6.56184 x 10~3 + 9.50394 x 10 ~5 7 

- 4 . 5 8 3 4 x l 0 ~ 7 7 2 +7.36751 xl0~wT ^P3. (A6) 

The maximum error of the above equation is 0.2 percent. 

S(P,T) = (0.173887 + 2.96756xl0~ 47 

-2.30768 XlO- 7 T 2 +3.74401 X l 0 - 1 0 r 3 ) 

+ (-6.44247 x l O - 3 +9.56305 X l 0 ~ 6 7 

+ 1.10595 x l 0 " 8 r 2 - 1 . 0 4 4 5 5 x l 0 - | 0 r 3 ) P 

+ (5.41147 X l 0 " 4 - 1 . 5 2 2 7 4 X l 0 - 6 r 

- 5 . 8 1 3 9 4 x l 0 - | 0 r 2 

+ 1.32798 X 1 0 - " T3)P2 

+ (-1.81134 x 10 "5+7.93386 X10- 8 T 

- 8 . 0 9 9 2 1 x l 0 n 7 2 

- 3 . 4 4 3 0 8 x l 0 - ' 3 r 3 ) / > 3 . (A7) 

The maximum error of the above equation is 0.3 percent. 
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Viscosity Measurements of Slags 
From Western Canadian Coals 
The flow characteristics of slags formed by burning of western Canadian coals were 
characterized by means of high-temperature viscosity measurements. The results 
show that there is a general linear relationship between viscosities and Si02/Al203, 
Si02/(Al203 +Fe203) mass ratios and base/acid ratio of the slags. It can be 
concluded that the viscosities of the slags are sensitive to compositional variation. 
Attempts were made to correlate the viscosities calculated by Watt andFereday and 
Bomkamp's modified methods with the measured viscosities. The correlation is 
unsatisfactory. The computed viscosities are higher than the measured values. 

Introduction 

The Canadian Combustion Research Laboratory (CCRL) 
of CANMET has been actively involved in research on the 
performance of the Canadian coals in a pilot-scale boiler in 
collaboration with or on behalf of coal and utilities com­
panies. The major objective of the work is to optimize con­
ditions for achieving the best coal combustion in boilers. Ash 
fouling of the heat transfer surfaces is one of the most serious 
operating problems in burning low-grade coals. The ash 
deposits reduce the thermal efficiency and often lead to 
unscheduled shutdown of the boiler. Traditionally, the 
assessment of the slagging and fouling potential of the coals 
used in these pilot-scale experiments has been carried out 
using empirical indices based on the ash analyses of the raw 
coal, the analyses of the fireside deposits, and visual 
examination of the deposits produced in the boiler. These 
indices include the ash fusion temperatures, base-to-acid 
ratio, slagging factor, fouling indicators, sodium content of 
the ash, and calculated viscosity temperature of the ash based 
on chemical composition [1, 2], Viscosity measurements of 
ash deposits conducted at CANMET show that the calculated 
viscosity is higher than the measured value by three to five 
times [3]. In order to understand the thermal behavior of the 
ash deposits, it is necessary to examine the tem­
perature-viscosity relationship of the deposits in detail and to 
develop a model that can be used for predicting the conditions 
under which slagging occurs. 

Materials. The boiler slags were produced by burning 
western Canadian coals in a pilot-scale boiler at CCRL in 
1982 and 1983. In addition, a sample of each of bottom ash, 
fly ash, and lagoon ash was obtained from Saskatchewan 
Power Corporation Poplar generating station. Chemical 
analyses of the slags and the ashes and their thermal behavior 
are given in Tables 1 and 2 respectively. 

Table 3 lists the samples and the types and origins of the 
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parent coals. The slags were produced by burning high to 
medium volatile bituminous or subbituminous coals from 
Alberta and British Columbia. The Saskatchewan ash samples 
were derived from a lignite coal. 

Characterization. Viscosity measurements were con­
ducted for the slag and ash samples using a high-temperature 
rotational viscometer described in detail previously [3]. The 
rotating bob has a diameter of 21 mm and a height of 25 mm. 
The crucible for containing the melt has a capacity of 30 ml, 
with dimensions of 32 mm in diameter by 51 mm in height. 
The system was calibrated using Brookfield silicone standard 
fluids; the calibration procedure has been described elsewhere 
[3]. 

The as-received slag samples were ground to minus 150 ixm 
and calcined at 1000°C to reduce volatiles. They were then 
pressed into disks, 1 cm high by 2 cm in diameter. The disks 
were packed into the molybdenum crucible for melting. 

Results and Discussion 

The viscosity versus temperature data for the slags 
measured are plotted in Fig. 1. In general, the viscosity is 
higher for the slags derived from medium volatile bituminous 
coals than for those derived from the subbituminous coals. 
The ashes derived from the lignite have the lowest viscosities. 

Effect of Chemical Compositions on Viscosity. 
Previously, it was postulated that the viscosity of the slags is 
controlled to a great extent by the mass ratio of S i0 2 /Al 2 0 3 

[3] and the results showed that the viscosity tends to increase 
with decreasing S i0 2 /A l 2 0 3 mass ratio. 

The mass ratios S i0 2 /A l 2 0 3 for various slag samples were 
calculated and the results are given in Table 4. The viscosities 
at constant temperature for the different mass ratios of 
S i0 2 /A l 2 0 3 are plotted in Fig. 2. The results show that there 
is a general tendency for the viscosity to decrease with in­
creasing S i0 2 /A l 2 0 3 mass ratio, which agrees with the 
previous postulation. 
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Table 1 Chemical compositions of the slag samples 

Sample 
number 

A448 

A516 

A317 

A390 

A5 38 

A559 

A6 01 

A202 

SI 

S2 

S i0 2 

67.58 

68,89 

63.30 

61.70 

67.57 

67.97 

61.76 

64.78 

44.72 

42.43 

A1203 

20.32 

19.81 

20.02 

20.16 

22.12 

21.13 

26.97 

17.81 

24.25 

22.30 

T i0 2 

0.47 

0.45 

0.32 

0.44 

0.70 

0.67 

1.17 

1.20 

0.66 

0.81 

Fe 2 0 3 

3.49 

3.63 

4 .58 

4.98 

3.93 

4.64 

3.92 

8.76 

4 .48 

5.81 

CaO 

4.16 

4.17 

5.43 

5.99 

2.58 

2.46 

2.29 

1.97 

13.78 

13.95 

MgO 

1.17 

1.12 

1.19 

1.22 

0.90 

0.91 

0.75 

1.07 

3.75 

3.71 

Na20 

0.87 

0.92 

2.56 

1.86 

1.26 

1.12 

0.71 

0.54 

2.49 

2.69 

K20 

0.31 

0.30 

1.61 

1.10 

0.33 

0.34 

0.84 

0.57 

1.38 

1.55 

P2O5 

0.28 

0.24 

0.48 

0.43 

0.34 

0.27 

0.03 

0.78 

0.43 

0.39 

LOI 

0.5 

0.5 

0.5 

0.5 

0.5 

0.5 

0.5 

0.8 

0.7 

5.49 

Table 2 Thermal behavior of the slag samples 

Sample 
no. 

A448 

A516 

A317 

A390 

A538 

A559 

A601 

S2 

A202 

•above 

Table 3 
derived 

Sample 
n o . 

I 

1322 

1332 

1238 

1232 

1426 

1413 

1454+ 

1205 

Dete rmined 

Under ox id i z ing 
c o n d i t i o n , °C 

S 

1407 

1366 

1298 

1260 

1455+ 

1454+ 

1225 

t empera tu re . 

Slag samples, 

H 

1435 

1399 

1326 

1316 

1245 

F 

1455+ 

1455+ 

1355 

1355 

1305 

by ASTM technique 

I 

1310 

1310 

1199 

1198 

1404 

1382 

1454+ 

1160 

Under re 
condi t : 

S 

1365 

1327 

1255 

1255 

1454+ 

1430 

1195 

ducing 
on, °C 

H 

1404 

1363 

1299 

1293 

1454 

1205 

F 

1454 

1443 

1343 

1349 

1280 

origins, and types of coals from which they are 

Rank o f c o a l C o a l o r i g i n 

CO 

O 
T~ 

.s
/m

 

z 
H 

g 
se

a
l 

V
is

c
o

s
it
y
d

o
 

A538 medium v o l a t i l e bituminous 

A601 medium v o l a t i l e bituminous 

A202 medium v o l a t i l e bituminous 

A516 high v o l a t i l e bituminous 

A390 subbituminous 

A317 subbituminous 

A448 high v o l a t i l e bituminous 

SI l i g n i t e ( f l y ash) 

B r i t i s h Columbia 

Alber ta 

B r i t i s h Columbia 

Alber ta 

Alberta 

Alber ta 

Alberta 

Southern Saskatchewan 

W U , U V U 

10,000 

1,000 

0 

0 • 

: W-x. 
. % \ \ 

• ^ \ 

a a \ . 

. \ 0 \ \ 

\ \ \ 
\ » \ °\>V.A601 

\ \ \ x \ ^ °A202 

V » X - \ \ . A 5 , 6 

• \ \ v\ \ 
r 0 \ \ . \ 

0 N i x . 

s , ° s " 2
 S-"** 

r 1 1 1 1 

1400 1500 1600 1700 1800 

Temperature. ° C 

Fig. 1 Viscosity as a function of temperature for the slag samples 

S2 l ignite (bottom ash) Southern Saskatchewan 

It is well known that in silicate melts, Si4+ is regarded as an 
acid cation and acts as a network former (in fourfold oxygen 
coordination), and basic cations such as N a + , K + , Ca 2 + , 
Mg 2 + , and Fe2+ act as network modifiers (in sixfold or 
higher coordination). Al3+ is amphoteric. As Fe3+ has the 
same charge and nearly the same ionic radius as Al3+ (0.051 
nm versus 0.064 nm) and also exhibits isomorphic behavior 
with Al3+ in some crystalline solids, it might be expected to 
behave analogously with Al3+ in the molten slag. The mass 
ratios Si02 /(A1203 +Fe 2 0 3 ) were calculated and are given in 

Table 4. The mass ratios of S i0 2 / (A1 2 0 3 +Fe 2 0 3 ) versus 
experimental viscosities at constant temperature are plotted in 
Fig. 3. The results show that there is a general linear 
relationship between the log viscosity and mass ratio of 
S i0 2 / (A1 2 0 3 +Fe 2 0 3 ) for four of the slag samples. The 
viscosity decreases at constant temperature with an increase in 
Si02 /(A1203 +Fe 2 0 3 ) mass ratio. 

Effect of Base/Acid Ratio on the Viscosity of Slags. The 
base-to-acid ratio (B/A) has been used extensively to predict 
the viscosities of metallurgical slags. This ratio is defined as 
follows: 

B/A = (Fe203 + CaO + MgO + Na 2 0 

+ K 20)/(Si0 2 + A1203 + Ti02) 
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Table 4 Calculated S i0 2 /A l 2 0 3 and Si0 2 / (AI 20 3 + Fe 2 0 3 ) mass 
ratio for the slag samples 

S i 0 2 / ( A l 2 0 3 + F e z 0 3 ) 

2 . 4 8 

2 . 9 4 

2 . 3 7 

2 . 4 5 

2 . 5 9 

1.99 

1 .51 

1.55 

Table 5 Calculated base-to-acid ratio of the coal slags 

100,000 

S a m p l e n o . 

A4 48 

A516 

A317 

A390 

A538 

A601 

S2 

SI 

S i 0 2 / A l 2 0 3 

3 . 3 2 

3 . 4 7 

3 . 1 6 

3 . 0 6 

3 . 0 5 

2 . 2 8 

1 .90 

1.84 

Sample n o . Base t o Acid r a t i o 

A448 

A516 

A317 

A390 

A538 

A6 01 

S2 

SI 

0 .11 

0 .12 

0 .18 

0 .18 

0 .09 

0 . 0 9 

0 .42 

0 .37 

2 . 9 

S i 0 2 / A . 2 0 3 

Fig. 2 Viscosity as a function of S i0 2 (A I 2 0 3 mass ratio at constant 
temperature 

where each oxide is expressed in weight percent of total slag. 
The B/A ratio was also used to predict the viscosity of the 
coal ash. It was reported that there is a general correlation 
between B/A ratio and the viscosity of the coal ash [1,2] and 
that the viscosity decreases as the B/A ratio increases to 1. 
The B/A ratios of the slag samples were calculated and are 

CO 
o 
(fl 
0) 
o 

I 

10,000 

1,000 

2.0 

SIO, / A I O , + Fe O 
2 2 3 2 3 

Fig. 3 Viscosity as a function of Si0 2 / (AI 2 0 3 + Fe 2 0 3 ) mass ratio at 
constant temperature 

100,000 

1,000 

0 . 1 0 .4 0.2 0.3 

B a s e / A c i d 

Fig. 4 Viscosity as a function of BIA ratio at constant temperature 

given in Table 5. These ratios, are plotted against measured 
viscosities at a constant temperature in Fig. 4. The results 
show that, for certain slag samples, viscosity and B/A ratio 
correlated reasonably well as indicated by the almost linear 
relationship between these two parameters. 
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Fig. 5 Calculated viscosity-temperature relationship for the slag 
samples 

Estimation of Viscosity of Slags. Based on experimental 
measurements on ashes of more than 100 British coals, Watt 
and Fereday proposed the following viscosity-temper­
ature-chemical composition relationship [4]. 

107M 
' o g ^ T T ^ - r r ^ y + C (1) (T-150) 2 

where 

ij = viscosity in poises 

T = temperature, °C 

M = 0.00835(SiO2) + 0.00601(Al2O3)- 0.109 

C = 0.0415(SiO2) + 0.0192(Al2O3) 

+ 0.0276(Fe2O3) + 0.016(CaO)-3.92 

The oxides in parentheses are the concentrations of these 
oxides in the melt expressed in weight percent. 

Using equation (1), the viscosities of the present slag 
samples were calculated and are compared with the measured 
viscosities of these slags in Fig. 5. The calculated viscosities 
are higher than the measured ones at any given temperature 
for most slag samples. Only for sample A601 do the 
calculated and the experimental values agree reasonably well. 
Similar disagreement between the calculated and experimental 
viscosity data was reported by others [5, 6]. To improve the 
accuracy of viscosity prediction, Bomkamp [6] modified the 
Watt and Fereday equation for calculating constants M and C 
to account for the MgO content. These two constants are: 

M = 0.0104291(SiO2) + 0.0100297(Al2O3)-0.296285 

C = 0.0154148(SiO2)-0.0388047(Al2O3) 

-0.0167264(Fe3O4)-0.0089096(CaO) 

- 0.012932(MgO) + 1.04678 

Figure 5 gives the viscosities of four slag samples calculated 

according to the Bomkamp formula. The results show that the 
calculated viscosities are appreciably higher than those using 
the Watt and Fereday method. 

Coal slag is a complex material, consisting primarily of 
silica, alumina, iron oxide, and lime. A minor change of the 
major constituents or of some of the minor constituents such 
as alkalies and alkali earths, and the variation of the 
oxidation state of the iron between the ferrous and ferric state 
would alter the fluid characteristics of the slag. It is not 
surprising that the calculated viscosities for a particular slag 
are in disagreement with the experimental values as these 
results are computed based on the major constituents present 
in the slag. A small difference in composition may have a 
great influence on the viscosity of the slag. In their study of 
the viscosity of coai ashes, Schobert et al. [5] reported a 
difference in temperature-viscosity relationship for two ash 
samples having similar chemical compositions. The two 
samples differed only by 0.6 mass percent in Na 2 0 , a minor 
constituent, and by no more than 2.0 mass percent in the 
major constituents silica, alumina, ferric oxide and calcium 
oxide. This indicates that minor changes in composition can 
significantly affect viscosity, and may explain in part why a 
precise prediction of viscosity based only on the major 
constituents in the slag sample is difficult. 

Conclusions 

The primary objective of this study was to provide direct 
support to determination of the cause of slagging in a pilot-
scale coal-fired boiler using the viscosity measurement 
technique. At this stage of the work, several observations 
have emerged: 

1 There is a fair correlation between viscosity versus 
S i0 2 /A l 2 0 3 , S i0 2 / (A1 2 0 3 +Fe 2 0 3 ) , and B/A mass ratios 
for certain slag samples. This indicates that the major con­
stituents may be used in a qualitative way to predict the 
viscosity-temperature relationship of a slag. 

2 Both Watt and Fereday's method and Bomkamp's 
modification used for viscosity-temperature calculation 
produce higher values than those determined experimentally. 
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